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a b s t r a c t 

Today’s networks are filled with a massive and ever-growing variety of network functions that coupled 

with proprietary devices, which leads to network ossification and difficulty in network management and 

service provision. Network Function Virtualization (NFV) is a promising paradigm to change such situa- 

tion by decoupling network functions from the underlying dedicated hardware and realizing them in the 

form of software, which are referred to as Virtual Network Functions (VNFs). Such decoupling introduces 

many benefits which include reduction of Capital Expenditure (CAPEX) and Operation Expense (OPEX), 

improved flexibility of service provision, etc. In this paper, we intend to present a comprehensive survey 

on NFV, which starts from the introduction of NFV motivations. Then, we explain the main concepts of 

NFV in terms of terminology, standardization and history, and how NFV differs from traditional middle- 

box based network. After that, the standard NFV architecture is introduced using a bottom up approach, 

based on which the corresponding use cases and solutions are also illustrated. In addition, due to the 

decoupling of network functionalities and hardware, people’s attention is gradually shifted to the VNFs. 

Next, we provide an extensive and in-depth discussion on state-of-the-art VNF algorithms including VNF 

placement, scheduling, migration, chaining and multicast. Finally, to accelerate the NFV deployment and 

avoid pitfalls as far as possible, we survey the challenges faced by NFV and the trend for future direc- 

tions. In particular, the challenges are discussed from bottom up, which include hardware design, VNF 

deployment, VNF life cycle control, service chaining, performance evaluation, policy enforcement, energy 

efficiency, reliability and security, and the future directions are discussed around the current trend to- 

wards network softwarization. 

© 2018 Elsevier B.V. All rights reserved. 
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. Introduction 

Currently, most traditional networks are full of various pro-

rietary hardware appliances which are also called middle-boxes

1] such as firewall and Network Address Translator (NAT). A given

ervice usually has a strong connection with some specific middle-

oxes. For example, launching a new service needs to deploy a va-

iety of middle-boxes and accommodating these middle-boxes is

ecoming more and more difficult. In addition, designing propri-

tary hardware based protocols and deploying proprietary hard-

are are extremely hard, expensive and time-consuming. One typ-

cal example is that the procedure of transforming IPv4 to IPv6 has

ontinued for over ten years, and yet IPv4 is still used widely. Thus,

t is extremely difficult to update a protocol running on proprietary

ardware, and let alone deploying a new one [2] and [3] . Moreover,

ith the ever increasing and various service requirements, service

roviders have to scale up their physical infrastructure periodically,

hich directly leads to high CAPital EXpenditure (CAPEX) and OP-

ration EXpenses (OPEX) [4] . 
w  
The Commercial-Off-The-Shelf (COTS) network equipment 

e.g., × 86 based hardware), which can satisfy the needs of general

se rather than customized purposes, are providing far more

apacities with less cost than specialized network equipment.

ence, the COTS hardware has come up as a highly competitive

orce against dedicated hardware. In this way, most Telecom-

unications Operators (TOs) look forward to separating network

unctions from the purpose-built devices and implementing them

s software which could be deployed on standard COTS hardware.

nder this situation, over twenty of the world’s largest TOs, such

s American Telephone and Telegraph (AT&T), British Telecom

BT) and Deutsche Telekom (DT), formed an Industry Specification

roup (ISG) within the European Telecommunications Standards

nstitute (ETSI) to define Network Function Virtualization (NFV) in

ctober 2012 [5] (the acronyms ETSI and ETSI NFV ISG are used

ynonymously hereafter and all the acronyms used in this work

re summarized in Table 1 ). Due to the separation of network

unction from hardware, NFV can effectively reduce the CAPEX

nd OPEX. Since then, the ETSI has grown to a large community

ith 300+ members all over the world including 38 of the world’s
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Table 1 

Acronyms used throughout this work. 

Abbreviations Full name Abbreviations Full name Abbreviations Full name 

3GPP 3rd Generation Partnership Project 

Service 

ATIS Alliance for Telecommunications 

Industry Solutions 

AT&T American Telephone and Telegraph 

BBF Broadband Forum BNG Broadband Network Gateway BSS Business Support System 

BT British Telecom CAPEX Capital Expenditure CG-NAT Carrier Grade Network Address 

Translator 

COTS Commercial-Off-The-Shelf CDN Content Distribution Network CPE Customer Premise Equipment 

C-RAN Cloud RAN CS/MG-CF Call Session/Media Gateway Control 

Function 

DAS Direct Attached Storage 

DDoS Distributed Denial of Service DHCP Dynamic Host Configuration 

Protocol 

DMTF Distributed Management Task Force 

DNS Domain Name System DPDK Data Plane Development Kit DPI Deep Packet Inspection 

DROP Distributed Router Open Platform DT Deutsche Telekom DVR Distributed Virtual Router 

EM Element Manager EMS Element Management System eNodeB Evolved Node B 

EPC Evolved Packet Core ETSI European Telecommunications 

Standards Institute 

FD.io Fast Data I/O 

FM Flow Monitor FMC Fixed Mobile Convergence GA Genetic Algorithm 

GAL Green Abstraction Layer GENI Global Environment for Networking 

Innovation 

GPRS General Packet Radio Service 

GPU Graphics Processing Unit G/S-GSN Gateway/Serving GPRS Supported 

Node 

HDD Hard Disk Driver 

HLR Home Location Register HSS Home Subscriber Server IaaS Infrastructure as a Service 

ICN Information-Centric Networking IDS Intrusion Detection System IETF Internet Engineering Task Force 

ILP Integer Linear Programming IMS IP Multimedia Subsystem IoT Internet of Things 

IPS Intrusion Prevention System IRTF Internet Research Task Force ISG Industry Specification Group 

KVM Kernel-based Virtual Machine LTE Long Term Evolution MANO Management and Orchestration 

MILP Mixed ILP MME Mobility Management Entity NAS Network Attached Storage 

NETCONF Network Configuration Protocol NFV Network Function Virtualization NFVI NFV Infrastructure 

NFVIaaS NFVI as a Service NFVO NFV Orchestrator NFVRG NFV Research Group 

NIC Network Interface Card N-PoP NFVI Point of Presence NSH Network Service Header 

NV Network Virtualization OEO Optical-Electricity-Optical ONF Open Networking Foundation 

OPEN-O OPEN Orchestrator OPEX Operations Expenses OSM Open Source MANO 

OSS Operational Support System OTN Optical Transport Network OVF Open Virtualization Format 

OVS Open vSwitch PaaS Platform as a Service PNF Physical Network Function 

RAN Radio Access Network RHEL Red Hat Enterprise Linux RNC Radio Network Controller 

SA Simulated Annealing SaaS Software as a Service SAL Service Availability Levels 

SAN Storage Area Network SDC Software Defined Compute SDN Software-Defined Networking 

SDO Standard Development 

Organizations 

SDS Software Defined Storage SEG Security Expert Group 

SFC WG Service Function Chaining Working 

Group 

SFP Service Function Path S/G-GSN Serving/Gateway GPRS Support 

Node 

SLA Service Level Agreement S/P-GW Serving/Public data network 

GateWay 

SR-IOV Single Root I/O Virtualization 

SSD Solid State Disk TaaS Tap as a Service TE Traffic Engineering 

TO Telecommunications Operators vE-CPE Virtuallized Enterprise CPE VIM Virtualized Infrastructure Manager 

VLAN Virtual Local Area Network VM Virtual Machine VMM Virtual Machine Monitor 

VNE Virtual Network Embedding VNF Virtual Network Function VNFaaS VNF as a Service 

VNFC VNF Component VNF-C VNF Chaining VNF FG VNF Forwarding Graph 

VNFM VNF manager VNF-M VNF Migration VNF-MC VNF Multicast 

VNF-P VNF Placement VNF-S VNF Scheduling VNPaaS Virtual Network Platform as a 

Service 

VPE Virtualization Polling Engine VPN Virtual Private Network ZOOM Zero-time Orchestration, 

Operations and Management 
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major service providers. These members work intensely to develop

the required standards for NFV as well as share their experience

of NFV implementations and testing [6] and [7] . 

NFV transforms the way that TOs build network by utilizing

standard IT virtualization technologies, that is, consolidating vari-

ous types of proprietary network equipment onto COTS based high

volume equipment [8] . Based on the current development of virtu-

alization technologies, the appearance of NFV makes it possible for

most TOs to achieve strong network flexibility and fast new ser-

vice deployment cycle. In this way, TOs can satisfy the continu-

ously growing customer requirements easily and reduce the net-

work operation and maintenance cost at the same time. Neverthe-

less, challenges are always accompanying opportunities. The net-

work flexibility is achieved by introducing the virtualization plane,

which may result in many new issues such as security and scala-

bility. 

In principle, all network functions and other network elements

can be considered for virtualization. These virtualized instances are
eferred to as Virtual Network Functions (VNFs) in the context of

FV, which provide the same functionalities as the correspond-

ng physical instances. Besides, VNFs can be instantiated, executed

nd deployed by service providers in the NFV Infrastructure (NFVI)

nvironment which provides the required resources (e.g., compute

nd storage). Typically, chaining multiple VNFs in a particular or-

er can constitute a specific service. To provide the VNF consti-

uted services, most enterprises play more like service consumers,

ecause they can use resources in a pay-per-use manner instead of

urchasing, configuring, and deploying the infrastructure. In addi-

ion, NFV enables service providers with certain extent flexibility,

uch that they can adjust the resources allocated to VNFs to sat-

sfy the dynamically changing workload of VNFs. This mechanism

romotes network resource utilization and the agility of network

ervice provision [9] . 

Currently, there are many literatures researching NFV and we

ategorize them into three kinds according to their focus. The first

ind of literatures focused on the integration of NFV and other
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aradigms. For example, Munoz et al. [10] and Nejabati et al.

11] applied NFV into the optical networks, Omnes et al. [12] ap-

lied NFV into the Internet of Things (IoT) and Akyildiz et al.

13] Yang et al. [14] and Hawilo et al. [15] applied NFV into the

G supported networks. Although these literatures explored many

otential of NFV, they directly adopted the standard NFV structure

ithout any modification. However, the standard NFV structure

as proposed as a generic concept. In other words, the standard

FV structure was not specially designed for one specific network

cenario and the direct usage of it might lead to many unexpected

ssues which were not discussed in the above works. Besides, many

orks also targeted on integrating NFV with Software Defined Net-

orking (SDN) [16–19] , cloud computing [20] and [21] , etc. Due to

he high complementary features between SDN and NFV, their in-

egration has been widely recognized. However, not all the inte-

rations with NFV are easy. For example, the integration between

FV supported systems and traditional systems may suffer from

any compatibility issues. Despite the fact that some technologies

n cloud can be used to accelerate the NFV evolvement, the de-

ign of NFVI should be prevented from falling into the design of

nfrastructure as a Service (IaaS) model of cloud. The second kind

f literatures focused on algorithms of many hot topics in NFV, for

xample, the VNF placement, scheduling and migration. All the ex-

sting algorithms can be classified as either exact ones or heuristic

nes. It is known that the exact algorithms offer optimal solutions

hich are largely limited by the network scale [22] . Although the

olutions offered by heuristic algorithms are not optimal, they are

ot limited by the network scale [23] . Due to the inherent features

f exact algorithms, more and more heuristic algorithms are de-

igned to offer near-optimal solutions with small execution time. 

The last kind of literatures focused on NFV surveys and reviews

e.g., Refs. [24–28] ). However, some of them only introduced spe-

ific aspects of NFV. For example, Han et al. [25] , Mijumbi et al.

26] and Contreras et al. [28] surveyed NFV challenges in terms

f innovation, management and operation respectively, while they

ailed to present a comprehensive review of NFV to the persons

ho were unfamiliar to it. In addition, some works intended to

resent a survey of NFV in other scenarios, for example, NFV in

G [27] . Unfortunately, Abdelwahab et al. [27] focused more on

G instead of NFV. It is true that some works indeed presented a

elatively comprehensive survey on NFV (e.g., [24] ). Mijumbi et al.

24] not only explained the basic knowledge of NFV, but also com-

ared NFV with other popular concepts to highlight the business

odel of NFV. However, since the attention is shifted from hard-

are to software, the key algorithmic aspects of NFV hot topics are

ot discussed in Ref. [24] . Therefore, a diverse and comprehensive

urvey of NFV is still desired. 

In this work, we not only present a complete and detailed

verview of NFV, but also summarize the popular VNF related al-

orithms in terms of VNF placement, scheduling, migration, chain-

ng and multicast. Besides, the challenges for NFV are discussed in

 bottom up manner and the future research directions and appli-

ation scenarios of NFV are also discussed. The main contributions

f this work are summarized as follows: 

• Considering the important role that NFV may play in the future,

we summarize the existing works with respect to the motiva-

tion, terminologies, standardization activities, history, architec-

ture, NFV use cases and solutions in order to provide a com-

prehensive and detailed introduction for researchers who are

new to NFV. In particular, the NFV architecture is presented in

a bottom up manner, which includes the physical infrastructure,

virtualization layer, virtual infrastructure, management and or-

chestration layer, and VNF layer. 

• Decoupling network functions from proprietary hardware and

implementing them as VNFs result in a situation that more and
more effort s are contributed to the design and implementation

of VNF related algorithms. Apparently, VNF algorithms play an

important role in the evolvement of NFV. However, to the best

of our knowledge, there is no tutorial and review work about

VNF algorithms. Therefore, in this paper, we present an exten-

sive and in-depth discussion of the VNF related algorithms in

terms of many popular aspects which include VNF placement,

scheduling, migration, chaining and multicast. 

• Although a lot of experiences accumulated during the NFV

evolvement and deployment, we should be aware that there are

still many obstacles required to be overcome before using NFV

in production networks. Thus, to help address these obstacles

and avoid pitfalls as far as possible, we first discuss the major

challenges that NFV might face, and introduce the related ex-

perience that might be used to address such challenges. In par-

ticular, these challenges are illustrated from bottom up, which

include hardware design, VNF deployment, VNF life cycle con-

trol, service chaining, performance evaluation, policy enforce-

ment, energy efficiency, reliability and security. 

• NFV can implement its goals independently. However, the com-

bination with other popular concepts (e.g., SDN) would bring

significant benefits. Currently, the integration of NFV and SDN

is leading a trend towards network softwarization. Thus, we

first discuss the future directions of NFV in terms of soft-

ware defined infrastructure, control and application respec-

tively. Then, with the advent of new paradigms such as 5G

and Internet of Things (IoT), network softwarization is attract-

ing more and more attention. In this way, we also discuss the

opportunities and challenges that network softwarization may

bring to these new paradigms. 

The outline of this paper is shown in Fig. 1 and the rest of this

aper is organized as follows. We start by introducing some re-

ated background knowledge to help build a preliminary view of

FV in Sections 2 and 3 , which include the motivation for NFV,

asic terminologies, standardization activities and an evolving his-

ory of NFV. Section 4 presents an extensive and comprehensive

verview of the NFV reference architecture defined by ETSI, and

ntroduces several typical NFV examples as well as the solutions.

ection 5 summarizes the algorithms for many popular issues re-

ated to VNF. The ongoing research challenges and future directions

f NFV are presented in Sections 6 and dummyTXdummy- 7 re-

pectively. Finally, we summarize this work in Section 8 . 

. Network state Quo and NFV motivation 

In traditional carrier networks, there are a lot of middle-boxes

i.e., proprietary hardware appliances). Generally, middle-boxes in-

icate the forwarding or processing devices that transmits, trans-

orms, filters, inspects, or controls network traffic for the purpose

f network control and management [29] . Hence, they are essential

lements to support traditional network services. Typical exam-

les of middle-boxes include NATs that modify packet source and

estination addresses, and firewalls that filter unwanted or mali-

ious traffic, etc. To give an overall view, we summarize the com-

only used middle-boxes (i.e., routing/forwarding devices, NAT,

ide Area Network (WAN) optimizer, proxy, firewall, Flow Monitor

FM), Intrusion Detection System (IDS), Intrusion Prevention Sys-

em (IPS), Deep Packet Inspection (DPI), etc.) in Table 2 . However,

he categories of middle-boxes today are far more than what we

ention here and a more detailed taxonomy of middle-boxes can

e found in Ref. [30] . 

Due to the diverse and various requirements on network ser-

ices, the number of middle-boxes is increasing constantly. Each

iddle-box appears as a solution for specific purpose. For example,

 middle-box of IP firewall is required if a bare computer wants
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Fig. 1. The condensed structure of this survey. 
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to be protected from certain threats [35] . However, before apply-

ing them into use, these middle-boxes have to be integrated into

network infrastructure via a complex deployment process which

requires not only a lot of manual work of technically trained per-

son, but also a long deployment cycle. In this way, such purpose-

built middle-boxes are certain to cause many issues in the long

run [36] . Firstly, due to the fact that middle-boxes are standalone

and closed, they naturally introduce new failures when they crash,

and the diagnosis for these failures and some mis-configurations

would be rather complex [34] . Besides, new middle-boxes may

be incompatible with old protocols which are designed without

considering the unpredictable appearance of new middle-boxes.

In order to make the new middle-boxes work, the reconfigura-
ion or patch procedures are inevitable [33] . As a result, launch-

ng a new network service is costly and time-consuming. On one

and, the network operators need to pay for the purchase of new

iddle-boxes and the maintenance of old middle-boxes, which in-

rease both the CAPEX and OPEX. On the other hand, these new

nd old middle-boxes do not share the same underlying hardware

ven with enough available capabilities. Thus, coordinating these

iddle-boxes is another difficult process that takes long time and

igh cost on employing technically trained person [37,39] . 

Apart from the increasing number of middle-boxes, it is known

hat they are fixed to somewhere in the network and cannot be

oved or shared easily. Hence, the network becomes more and

ore ossified and inflexible [36] . This situation is even worse with
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Table 2 

Summary of commonly used middle-boxes with corresponding information. 

Middle-box Data input Actions Approach 

Routing/Forwarding devices [30] Packet Routing table update and data 

forwarding 

Protocol enforcement and packet 

header match. 

Load Balancer [31] Packet, flow Address rewrite or traffic reroute Payload match and header match. 

Network Address Translator [32] Packet, flow IP address assignment or translation Payload match and header match. 

WAN Optimizer [33] Flow, session Shaping, dropping, priority alteration Similarity detect, compression and 

caching. 

Proxy [34] Flow, session Mapping, rewrite and routing Similarity detect, caching, proxy rule 

expression matching. 

Firewall [35] Packet, flow, session Allow, bypass, deny and log only Rule matching, packet filtering, traffic 

isolation, interception. 

Flow Monitor [36] Packet, flow, session Monitoring, capturing, logging Counter, statistics and analysis. 

Intrusion Detection System [37] 

Intrusion Prevention System [38] 

Packet, flow Monitoring, logging, reporting or 

blocking 

Alarm filtering, signature based, 

statistical anomaly based and stateful 

protocol analysis detection methods. 

Deep Packet Inspection [39] Packet, flow Packet classification and content 

inspection 

Port mirroring, rule enforcement, traffic 

reassemble and content decode. 
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he increasing number of network services. To solve or at least re-

ieve such situation, some widespread consolidation ideas are first

dopted, which include CoMb [40] , APLOMB [41] , INP [42] , DOA

43] and Stratos [44] . In particular, CoMb [40] presented a new

rchitecture for middle-box deployment, which systematically ex-

lored opportunities for resource consolidation and addressed the

orresponding resource management issue. INP [42] implemented

 resource consolidation prototype in HP labs, which orchestrated

arious resources and network devices in a seamless and effi-

ient way for service deployment and provision. Similarly, Stratos

44] was also a service orchestrator in charge of orchestrating and

anaging virtual middle-boxes. Instead of deploying middle-boxes

n a local network, APLOMB [41] allowed steering traffic to a cloud

ervice provider who offered the required middle-boxes, thus re-

ucing network cost and management burden. DOA [43] was pro-

osed as an extension to the Internet architecture. It not only al-

owed but also accelerated the deployment of middle-boxes by in-

roducing a set of references in packets as persistent host identi-

ers in order to solve the references delegation issue. 

Although these consolidation ideas addressed the problem

aused by middle-box to a certain extent, they did not change the

ature of the existence of middle-boxes. Therefore, other solutions

ere proposed, for example, Click [45] aimed at turning middle-

oxes into virtualized entities, while Single Root I/O Virtualization

SR-IOV) [46] and Netmap [47] intended to accelerate the I/O by

sing virtualization technologies. Others, such as the Global En-

ironment for Networking Innovation (GENI) [48] and OpenStack

49] , even offered the infrastructure composed by COTS based

ardware. Although these efforts did not form a standard, they

undamentally contributed to the appearance of NFV as shown in

ig. 2 [50] . 

NFV targets on reducing the time to market, decreasing the

quipment cost and forming a strong, scalable and elastic ecosys-

em. Firstly, the time spent on new service evaluation and testing

an be shortened by automating the NFVI management and or-

hestration. In this way, the time to market is also reduced. Sec-

ndly, NFV allows network operators and service providers to run

oftware based network functions on COTS hardware rather than

urpose-built hardware, thus reducing CAPEX and OPEX. Lastly,

FV ecosystem is expected to be built by transforming the propri-

tary and expensive infrastructure to general-purpose and cheap

nfrastructure, on which the software based functions (i.e., VNFs)

an be executed. The services used to be constructed by vari-

us middle-boxes, can be provided by orchestrating different VNFs,

hat is, placing VNFs on the optimal Network Point of Presences

N-PoPs) of the network and chaining them in a particular se-

uence. However, to achieve better network performance, VNFs
ave to provide at least as good service provision experience as the

riginal proprietary hardware based devices would have provided

50] . 

The coexistence of NFV and the legacy system is inevitable be-

ore the thorough transition to NFV, since we cannot virtualize ev-

rything economically and immediately [51] . Compared with the

egacy system, NFV introduces a lot of “good” differences [7] . The

ost obvious one is the decoupling of software and hardware, such

hat users can choose software and hardware separately according

o their preferences. This decoupling also accelerates the evolve-

ent of software and hardware. Besides, VNFs can be deployed dy-

amically to maximize the resource utilization. Given two kinds of

NFs, they can be executed on the same infrastructure without af-

ecting each other. The practical software instantiation and deploy-

ent can be automated as long as the related COTS hardware is

eady at specific N-PoPs. Lastly, network operators can adjust the

esource allocation according to the actual demands of traffic. In

his way, the VNF performance can be managed and controlled in

 fine grained and high flexible manner. 

The appearance of NFV is also motivated by other situations.

he traditional IP multicast can be regarded as a distributed rout-

ng problem focusing on constructing the multicast topology, and

t is hard to provide a reliable IP multicast due to the fact that the

nderlying infrastructure is heterogeneous and the link failure dis-

overy is very slow. In the meantime, it is also difficult to prevent

embers from joining the traditional IP multicast, which leads to

ecurity threats. Compared with the traditional IP multicast, the

FV based one can relieve these issues. On one hand, NFV can

hield the network heterogeneity by decoupling network functions

rom the underlying hardware. On the other hand, NFV offers a

entralized orchestrator which discovers the link failure and threat

uickly, thus enabling a fast recovery. Nevertheless, more and more

etwork functions are virtualized as VNFs. Thus, the VNF Forward-

ng Graph (VNF FG) becomes an important concept for the purpose

f orchestrating these VNFs in a better way and promoting the re-

lization of NFV. 

In addition, with respect to the traditional network function mi-

ration, it usually requires to migrate the whole object, which is

ime-consuming and energy-wasting. By decoupling network func-

ions from hardware, NFV enables a more efficient way for migra-

ion. Specifically, the traditional network function migration prob-

em is equal to the VNF migration problem in the context of NFV.

onsidering the features of a VNF, it is possible for us to migrate

he stateful information, while the other parts of this VNF can be

emotely instantiated on the node after migration. Therefore, com-

ared with the traditional way on migrating a whole object, NFV

ntroduces a more efficient way which can save migration time and
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Fig. 2. The vision of classical network appliance to virtual network function [5] . 
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energy greatly [51] . Despite the fact that there are still many other

motivations for NFV, we should be aware that it is extremely hard

to thoroughly finish the transition from traditional network to NFV

network in an economical and immediate way. Hence, a long time

of coexistence between legacy system and NFV is inevitable. 

3. What is Network Function Virtualization? 

The term NFV was originally proposed by over twenty of the

world’s largest TOs such as AT&T, BT and DT. According to ETSI, the

idea of NFV is recognized as a network architecture which trans-

forms the way of building and operating networks by leveraging

standard IT virtualization technologies and consolidating propri-

etary hardware based network functions into standard commercial

devices (e.g., x86 architecture machines) [7] . In this section, we in-

tend to provide an intact definition of NFV in order to build a brief

impression for readers who are unfamiliar with NFV. 

3.1. Main terminologies 

NFV has introduced many new terminologies. In order to clearly

distinguish them, the imperative ones used throughout this paper

are introduced as follows: 

1. Physical Network Function (PNF) : A PNF is the implementation

of a specialized function block with well-defined external be-

haviors and interfaces. Today, a PNF refers to a network node

or a physical appliance, since it is closely coupled with the ap-

pliance. 

2. Network Function Virtualization Infrastructure (NFVI) : NFVI pro-

vides a network environment composed of both hardware and

software components, in which VNFs can be deployed, man-

aged and executed. One NFVI may traverse multiple geographic

places, while the connections among these different geographic

places are also considered as part of this NFVI. 

3. Element Management System (EMS) : An EMS is a set of individ-

ual Element Managers (EMs) which are responsible for manag-

ing VNF instances in terms of instantiation, execution and de-

ployment during their life cycles. 
4. Management and Orchestration (MANO) : NFV introduces some

new capabilities to the communication network, while MANO is

the element used to manage and accommodate these new ca-

pabilities. In particular, MANO can be further divided into three

entities, that is, Virtualized Infrastructure Manager (VIM), VNF

Manager (VNFM) and NFV Orchestrator (NFVO), which are re-

sponsible for NFVI management, resource allocation, function

virtualization, etc. 

5. Virtual Network Function (VNF) : VNF is the software implemen-

tation of PNF, which has to provide the same functional behav-

iors and external operation interfaces as PNF does. One VNF

may be composed of one or more components. On one hand,

if a VNF is deployed in one single Virtual Machine (VM), it

is composed of only one component. On the other hand, if a

VNF is deployed across multiple VMs, it is composed of multi-

ple components, where each VM hosts one component. Taking

the EMS as an example, it is actually a VNF consisting of many

individual components (i.e., EMs) which are distributed in dif-

ferent VMs. 

6. Network Point of Presence (N-PoP) : N-PoP indicates the location

where PNF and VNF are implemented. One can access the cor-

responding resources such as memory and storage from N-PoPs.

In order to help understand the relationships among these ter-

inologies, we connect them in Fig. 3 in a layered structure and

ighlight them with blue color. Apparently, the co-existence be-

ween VNF and PNF is inevitable. The EMs are in charge of VNFs

hile NFVI is responsible for managing the resources and N-PoPs

llocated to VNFs and PNFs. The information (e.g., location) of both

NFs and VNFs are gathered by MANO for the purpose of provid-

ng a global view which can be used to coordinate PNFs and VNFs

or fast and cost-effective service provision. 

.2. Standardization activities 

In order to accelerate the deployment of NFV, many standard

FV activities have been carried out by Standard Development Or-

anizations (SDOs) such as ETSI [5] and OPNFV [52] . Most achieve-

ents obtained by these SDOs are open source, such that peer
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Fig. 3. The relationship of different terminologies within an end-to-end service [53] . 
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orkers can learn from their experiences and lessons. This con-

equently facilitates the development of NFV. Therefore, we intro-

uce the activities of key SDOs that have been contributed to NFV

n the following respectively. 

.2.1. European telecommunication standards institute 

ETSI has firstly established a research group for NFV in October

012, that is, NFV ISG [5] . In the same year, the first version of NFV

hite paper was released by NFV ISG. With more and more mem-

ers joining in this group, the NFV white paper was updated twice

n October 2013 and 2014 respectively. One great achievement of

TSI NFV ISG was the fulfillment of the phase one work with 11

pecifications [53–63] released in the beginning of 2015. In addi-

ion, the phase two work of NFV was complete with agreement on

ome objectives like interoperability, while the phase three work

f NFV is still under preparation. In the meantime, another group

amed Open Source Management and Orchestration (OSM) was

lso established in ETSI in February 2016. Unlike NFV ISG focus-

ng on the overall architecture of NFV, OSM aims at delivering an

pen source MANO stack based on open source tools and proce-

ures. Considering the relationship between MANO and NFV, OSM

ctually offers com plementary work to NFV ISG toward developing

n open source NFV management and orchestration software, and

ice versa [64] . 

.2.2. Open networking foundation 

Although Open Networking Foundation (ONF) intends to accel-

rate network innovation through SDN, it cannot ignore the sig-

ificant affection that NFV may have on the future networking.

hus, based on the important value that NFV brings to industry,

NF starts to keep an eye on NFV by publishing a brief solution

n how SDN can be used to enable NFV [65] . Then, ONF releases a

echnical report which illustrates the complementary relationship

etween SDN and NFV in detail from the perspective of network-

ng architecture [66] . 

.2.3. Internet research task force 

The Internet Research Task Force (IRTF) has established an NFV

esearch Group (NFVRG) [67] to carry out researches on NFV. One

oal of NFVRG is to provide a common platform, on which the

esearchers and communities all over the world can share and

xplore their knowledge about this new research area. Besides,
FVRG also holds workshops or seminars at some well-known

onferences (e.g., GLOBECOM). 

.2.4. Internet engineering task force 

The Internet Engineering Task Force (IETF) [68] has set up a Ser-

ice Function Chain Working Group (SFC WG) [68] which focuses

n designing SFC architecture in terms of SFC protocol descrip-

ion, Service Function Path (SFP) calculation [69] , etc. Generally,

he information of SFP is embedded in packet headers [68] . By us-

ng such information, the SFC traffic can be easily steered through

he required network functions in order before reaching the desti-

ation. Besides, the management and security are also within the

cope of SFC WG when designing the SFC architecture. 

.2.5. OPNFV 

OPNFV [52] is an open source and carrier-grade project. One

urpose of OPNFV is to facilitate the development of new NFV ser-

ices and products. In addition, OPNFV also concentrates on build-

ng an open and standard NFV platform for industries via gather-

ng the work from other open source projects (e.g., Open vSwitch

OVS) [70] and Linux Kernel-based Virtual Machine (KVM) [71] ),

evice vendors (e.g., Huawei and Cisco) and standard bodies (e.g.,

TSI and IETF). 

.2.6. Alliance for telecommunications industry solutions 

Alliance for Telecommunications Industry Solutions NFV Forum

ATIS NFVF) [72] is a North American telecom standard group

hich focuses on developing NFV specifications that are either

omplementary or extensive to existing works. Particularly, the

cope of ATIS NFVF includes technical requirements, capability cat-

log and SFC. Besides, ATIS NFVF has an alliance relationship with

TSI on implementing i ) the common NFVI architecture for sup-

orting flexible VNF deployment, ii ) the NFV solution for support-

ng fast service roll-out [24] . 

.2.7. Broadband forum 

Broadband Forum (BBF) [73] is dedicated to develop broadband

etwork specifications. By introducing NFV into broadband net-

orks, BBF can explore more solutions for service chaining and

ulti-service implementation in broadband networks [74] . 
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Table 3 

The NFV standardization efforts of multiple SDOs. 

SDOs Description Areas Work on NFV 

ETSI ISG NFV [7] Industry based NFV specification group. NFV NFV terminology, framework, infrastructure and use cases, 

MANO and VNF, security and trust, resilience and service 

quality metrics. 

ONF [77] User-driven and open organization. SDN, openflow Openflow-enabled SDN architecture to support NFV solution, 

relationship description between SDN and NFV. 

IRTF NFV RG [67] NFV research group. NFV, SDN, T2T Policy based resource management, VNF performance model, 

service verification, security and resiliency. 

IETF SFC WG [68] Service function chain working group. NFV, SDN, IPv6 Policy architecture and framework for NFV infrastructures, 

resource management of service chain, verification of NFV 

services. 

OPNFV [52] An open source project aiming at 

facilitating the development of NFV. 

NFV Initial building of NFVI and VIM component, developing VNF 

applications and use case based testing. 

ATIS NFV Forum [72] A forum for industry NFV solutions. NFV, 5G, IoT Defining associated use case, architecture and requirements 

that emphasize the benefits of NFV in a multi-administrative 

domain environment. 

Broadband Forum [73] Industry based organization which 

focuses on broadband networks. 

Broadband network, NFV Collaborating with the ETSI to channel fully interoperable NFV 

solutions and NFV proof of concepts. 

DMTF OVF [75] A packaging format for software to run 

in virtual environments. 

Cloud, NFV NFV infrastructure management, alliance with ETSI NFV. 

3GPP SA5 [76] Telecom management working group of 

3GPP. 

RAN, CN, IMS In cooperation with ETSI on the management of virtual 3GPP 

network functions. 
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3.2.8. Open virtualization format 

The Open Virtualization Format (OVF) [75] , defined by Dis-

tributed Management Task Force (DMTF), not only addresses the

virtual appliance portability issue, but also enables managing VNFs

in a more automated and secure manner. 

3.2.9. The 3rd generation partnership project 

The 3rd Generation Partnership Project Service and System As-

pects Working Group 5 (3GPP SA5) [76] targets on exploring po-

tential research aspects of NFV. Besides, 3GPP has been working

with ETSI on developing normative NFV reference point specifica-

tions. One side of the reference point is a 3GPP-defined entity and

the other side is a functional block defined by ETSI. 

3.2.10. Summary 

The above mentioned key SDOs and forums that contribute to

the standardization of NFV are summarized in Table 3 and we

present a time line of these activities in Fig. 4 to show their se-

quences. 

3.3. History 

NFV is still in the infancy. However, the virtualization technol-

ogy that plays an important role in NFV has evolved for many

years. Currently, there are many kinds of virtualization technolo-

gies, for example, hardware virtualization in hypervisor of VMware,

computing virtualization in cloud. The virtualization of network

components (especially network functions) is the primary trait of

NFV. In order to give a historical perspective, we start with a small

detour of virtualization technology and then make the transition to

specific NFV history. 

The virtualization terminology was first proposed by Christo-

pher Strachey [78] as a theory in 1959. In the middle of 1960s, IBM

proposed its experimental system M4 4/4 4X which first introduced

the concept of VM [79] . With the time passing by, the capabilities

of computer, such as Central Processing Unit (CPU) and Random

Access Memory (RAM), were promoted greatly, which could meet

the demand of virtualization technologies. Based on this, VMware

corporation presented the first commercial virtualization product

based on × 86 architecture in 1999 which mainly focused on iso-

lating resources in one server to create independent working en-

vironments [80] . Then, the essential requirements of managing all

the separated environments resulted in the appearance of various
inds of hypervisors or Virtual Machine Monitors (VMMs), such as

en [81] of Citrix, Hyper-V [82] of Microsoft and vSphere [83] of

Mware. 

As explained, the above mentioned virtualization technologies

re typically used for resource virtualization, thus to improve re-

ource utilization further. However, taking the practical network

onditions into consideration, we can notice that the network is

ull of proprietary hardware based middle-boxes which introduce

ot only various kinds of network functions, but also network os-

ification. To address or at least relieve such case, the virtualiza-

ion of these proprietary hardware based network functions is ex-

remely required. Under such background, the concept of NFV ap-

eared in the white paper [5] co-authored by over twenty of the

orld’s largest TOs in October 2012. This white paper attracted the

ttention from both industry and academia. At the same year of

ovember, seven of these TOs decided to choose ETSI as the home

f NFV and established the NFV research group ISG. ETSI NFV ISG

as grown to 235 companies including 34 service provider orga-

izations and has held seven plenary meetings spanning Asia, Eu-

ope and North America by January 2013 [5] . In October 2013, ETSI

as updated the white paper [6] and published the NFV architec-

ure framework which identified NFV system components and in-

erfaces among them. Within the next two years, a lot of experts

nd companies (i.e., 289 companies exactly according to ETSI re-

ort in 2015) continually joined the working group (i.e., ETSI NFV

SG) to help promote the development of NFV standards and to

hare their thoughts about NFV. Currently, the work progress of

FV has stepped into the third stage. 

With respect to the first stage work of NFV, it finished success-

ully at the end of 2014 with the above mentioned 11 specifica-

ions. These publications are on the basis of the first released doc-

ments of NFV in October 2013 and cover many aspects of NFV.

pecifically, they are the management and orchestration [55] , ar-

hitectural framework [56] , infrastructure overview [57] (including

escriptions of compute domain [58] , hypervisor domain [59] and

etwork domain [60] ), service quality metrics [61] , resiliency [62] ,

nd security and trust [63] . All these effort s are achieved after two

ears’ intense work by more than 240 organizations. 

With respect to the second stage work of NFV, it is an enhance-

ent and improvement of the first stage work of NFV. Since the

rchitectural work is not considered in this stage, the NFV archi-

ecture framework and the MANO framework remain almost the

ame. In addition, the ETSI NFV ISG has fulfilled most of its initial
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Fig. 4. Standardization SDO activities and main events of NFV. 
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ommitment for the second stage (in 2015 and 2016) to produce

he initial set of normative documents, which include the require-

ents for interfaces identified in the NFV architecture framework,

he interface specifications and their information models [84] . In

rder to validate the second stage work in terms of the manage-

ent on service descriptors and software images, another work is

nnounced, that is, NFV Plugtests (the first version) which aims at

erifying early interoperability between different implementations

nd main components inside the NFV architecture [85] . 

Currently, the third stage is progressing on track for delivering

 big set of specifications throughout the following years, among

hich, three new features should be noticed, that is, i ) the defi-

ition of cloud-native VNFs which can fully exploit advantages of

loud computing; ii ) the support for Platform as a Service (PaaS)

odel which can be used to assist VNFs following cloud-native de-

ign principles; and iii ) the support for NFV MANO services across

ultiple administrative domains [86] . The main events of NFV can

lso be found in Fig. 4 . 

. NFV review from bottom up 

The NFV architecture is depicted in Fig. 5 . In particular, NFVI

orresponds to the data plane, which forwards data and provides

esources for running network services. MANO corresponds to the

ontrol plane, which is responsible for building the connections

mong various VNFs and orchestrating resources in NFVI. The VNF

ayer corresponds to the application plane, which hosts various

inds of VNFs that can be regarded as applications. We introduce

he three parts from bottom up, with their core responsibilities

nd technologies discussed respectively. Additionally, in order to

resent a comprehensive review of NFV, the NFV use cases, solu-

ions and coexistence with legacy systems are also discussed. 
.1. Network Function Virtualization infrastructure layer 

NFVI provides fundamental services for fulfilling the objectives

f NFV [57] . By deploying a set of general-purpose network de-

ices in distributed locations, NFVI can satisfy various service re-

uirements such as latency and locality, and reduce the network

ost on CAPEX and OPEX. Based on the general-purpose hardware,

FVI also provides a virtualization environment for VNF deploy-

ent and execution. Although the architectures of current NFVIs

re generally the same, their actual implementations may differ

 lot. According to the bottom part of Fig. 5 , the reference archi-

ecture of NFVI can be further divided into three distinct layers,

hat is, physical infrastructure, virtualization layer and virtual in-

rastructure. Each of them is introduced in the following subsec-

ions respectively. 

.1.1. Physical infrastructure layer 

The physical infrastructure of NFVI is composed of general-

urpose servers which supply the basic compute and storage ca-

acities. In particular, the servers providing compute capacity are

alled compute nodes, while those providing storage capacity are

alled storage nodes. Besides, any compute node can communicate

ith other network elements through internal interfaces. There-

ore, the underlying devices can be further divided into three

inds, that is, compute, storage and network hardware which are

ntroduced respectively as follows. 

1. Compute hardware 

The compute hardware refers to the general-purpose compute

nodes which are managed by the internal instruction set. Each

compute node can be realized in the form of a single-core or

multi-core processor (i.e., CPU) in the context of NFV [57] . Cur-

rently, there is a rich diversity of servers which can be used

as the general-purpose compute nodes. According to their char-
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Fig. 5. ETSI NFV reference architecture [56] . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

acteristics, they are generally classified into the following cate-

gories. 

• Tower server: it refers to a standalone computer that is built

in an upright cabinet known as the tower. Generally, tower

servers are constructed with a certain extent of robustness

considered in order to reduce service downtime and prevent

possible damages. For the deployment of NFVI, most oper-

ators would like to use branded servers from major man-

ufactures like Cisco, IBM, Huawei, HPE, etc. However, due

to the large volume and weight of tower server, the floor

space may be a big limitation for NFVI expansion. In addi-

tion, since tower servers are actually independent from each

other, each of them will need a complete auxiliary system

which includes an individual cooling system, monitor, I/O

devices (e.g., keyboard), etc. Such situation naturally leads

to high CAPEX for NFVI deployment and maintenance. 

• Rack server: it refers to the server that is mounted inside a

rack (a shelf to manage servers). Compared with the tower

server that one tower only contains one server, a rack can

contain multiple servers stacking one above the other, which

not only reduces the required floor space, but also consoli-

dates network resources. Currently, the commonly used in-

dustry standard servers are 1U or 2U (U is the rack unit

and 1U indicates 19 inches wide and 1.75 in. high [87] ) rack

servers. Due to the fact that many effort s from the open

source projects (e.g., CloudNFV) are contributed to the com-

bination of NFV and cloud, most manufactures are trans-

forming their rack systems to cloud based infrastructure,

such that they can support and serve NFV workloads in a

better way. 

• Blade server: it evolves from the concept of rack sever. The

blade servers are typically placed inside a blade enclosure to

form a blade system that meets the IEEE standards of rack

units [87] . Compared with tower and rack servers, the blade

server allows more processing power in less rack space,

since it shares certain elements of hardware among blade

servers within the same enclosure. Considering the case that

the NFV workloads are primarily about computing and net-

working (e.g., packet processing and communication) rather
than storage, the blade server is a good choice, because mul-

tiple blade servers can be packed into one chassis to pro-

vide a high-density server which takes care of networking,

power, cooling and hardware management for the entire set

of compute nodes. 

• Hyper-converged solution: It consolidates the compute, stor-

age and network resources in one box, thus achieving high

scalability by dynamically adding or removing such boxes.

Although this mechanism brings many benefits such as

availability, security and backup, it reduces the flexibility

of network deployment, configuration, scaling and upgrad-

ing due to the highly convergence characteristics, which

may in turn cause hardware utilization and performance is-

sues [88] . Despite this, there are still many vendors working

on introducing the hyper-converged solutions into the NFV

workload especially for the I/O centric network service pro-

vision. 

2. Storage hardware 

The storage hardware refers to the device capable of storing

information temporally or permanently. Many network func-

tions operate based on the storage hardware, for example, the

network cache for video streams. Besides, considering the ex-

tremely large amount of data in the network, large volume and

high speed storage devices are required for data storing and

processing. Typically, a storage server is a 2U or 4U box with

a large number (e.g., 60+) of Solid State Disks (SSDs) or Hard

Disk Drivers (HDDs), and a small amount of assistant compute

power and memory. In addition, these storage servers can be

expanded by connecting to external disks or drivers. In particu-

lar, these storage devices are usually used in the following three

aspects. 

• Direct Attached Storage (DAS) [89] : it indicates the storage

attached to servers via a direct communication path and

such storage can only be accessed by the directly attached

server. 

• Network Attached Storage (NAS) [90] : it indicates a storage

device that provides a file access to heterogeneous comput-

ers across the network, that is, the file is shared among

these computers. 
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• Storage Area Network (SAN) [91] : similar with NAS, SAN also

provides access to shared data storage. The difference is that

SAN shares data in block unit as opposed to the file unit of

NAS. 

3. Networking hardware 

The networking hardware usually comes in the form of propri-

etary L2/L3 switches or bare-metal switches. In the context of

NFV, these proprietary devices are gradually replaced by the in-

dustry standard ones which i ) only support conventional rout-

ing protocols; ii ) only support OpenFlow protocol; iii ) support

both conventional protocols and OpenFlow protocol. Currently,

there are many industry standard switches on the market, e.g.,

IBM RackSwitch [92] and Juniper QFX series switches [93] . The

Network Interface Card (NIC) is another important component

of networking hardware. Specifically, it is a circuit board or card

installed in a switch or a compute node to provide physical

connection with other network elements, such that the VNFs

in different locations can communicate with each other. 

NFVI can be regarded as the data plane of NFV. The NFVI per-

ormance can be improved by using either the CPU enhancement

94] or the hardware offload [95] mechanisms. In particular, the

ormer can be fulfilled by plugging the hardware accelerators into

he standard COTS servers to accelerate packet processing speed, or

upporting huge page to reduce the lookup time. The latter can be

ulfilled by using smart NICs to average the load, or adding other

o-processors (e.g., FPGA) to accelerate data processing. Neverthe-

ess, due to the trend that the proprietary hardware is going to

e replaced by general-purpose hardware, a lot of software based

cceleration standards (e.g., P4 [96] ) and tools (e.g., SR-IOV [46] )

ave emerged, which will be introduced in the virtual infrastruc-

ure layer. 

.1.2. Virtualization layer 

The virtualization layer of NFVI locates between physical infras-

ructure and virtual infrastructure. Thus, it is regarded as a soft-

are platform which leverages the hypervisor to split up physical

esources and constitute isolated environment (e.g., VM). Although

ll these isolated environments share the same underlying infras-

ructure, each of them is equipped with all necessary peripherals

e.g., NIC) independently [97] . Besides, a lot of network behaviors

ay happen in the virtual network environment, such as VM in-

tantiation, removal, online migration and dynamic scaling. In or-

er to support these behaviors, the hypervisor can dynamically ad-

ust the mapping relationship between physical resources and vir-

ual resources allocated to VMs, such that a high-level portability

mong VMs can be achieved. Essentially, the hypervisor can emu-

ate almost every piece of the hardware platform [98] . For instance,

he emulation of CPU instruction set would make VMs believe that

hey are running on different CPU architectures while in fact they

re sharing the same hardware platform. However, the practical

PU cycles would inevitably be enlarged when emulating virtual

PU cycle, and this naturally results in the loss of performance. 

Typically, the hypervisors used in SDN can also be applied to

FV. For example, FlowVisor [99] is one of the early technologies

o virtualize the SDN network. The basic idea of FlowVisor is to

hare the same infrastructure among multiple logic networks. The

FVI is composed of COTS hardware, which makes the virtualiza-

ion of hardware resources easy for FlowVisor. There are also many

ther hypervisors for SDN such as OpenVirteX [100] , AutoSlice

101] and AutoVFlow [102] . These hypervisors can be regarded as

roxies between data plane and control plane, which provide an

asy way for controllers to manage and control the underlying for-

arding devices. Nevertheless, we should be aware that the hyper-

isor in SDN resides between data plane and control plane, while

n NFV, it resides between physical infrastructure and virtual in-
rastructure. According to such difference, it may be concluded that

he attention of NFV hypervisor should be focused on the physical

esource and Network Function Virtualization. Currently, the main-

tream hypervisors used in NFV include Linux KVM [71] , Citrix Xen

81] , Microsoft Hyper-V [82] and VMware ESXi [83] which are ex-

lained as follows. 

• KVM [71] : KVM is an open source hypervisor used widely in

Linux based Operating System (OS) (e.g., Ubuntu) which is usu-

ally called host OS. Correspondingly, those running in the VM

are called guest OSs. Based on this, KVM is categorized as the

type 2 hypervisor, since it runs on top of an OS. Besides, in

order to be ready for deadline-oriented applications and time-

sensitive workloads, an extension of KVM is developed, that is,

real-time KVM which allows the VM to host a truly real-time

OS. On one hand, KVM is a virtualization technology which pro-

vides implementation solutions for virtualized network func-

tions decoupled by NFV from the proprietary hardware. On the

other hand, the real-time KVM can be used to implement the

virtualized network functions with more rigorous requirements

(e.g., low latency demanded video streaming). 

• Xen [81] : Xen is also an open source hypervisor that allows

to execute multiple virtual guest OSs simultaneously on a sin-

gle physical machine. Unlike KVM that runs within a host

OS, Xen runs directly on top of the physical machine. Thus

it is classified as the type 1 hypervisor (or bare-metal hy-

pervisor). In this way, Xen enables to run many instances of

the same OS or different OSs in parallel on a single machine.

These OSs are aware that they are virtualized and do not

need the virtualized devices, but have to make special calls

to the hypervisor for accessing physical resources (e.g., com-

pute, storage and network). Moreover, Xen supports both the

para-virtualization (a lightweight virtualization technique that 

requires para-virtualization enabled kernels and drivers) and

full-virtualization (using virtualization extensions from the host

CPU to virtualize guest OSs). 

• Hyper-V [82] : Hyper-V is a commercial hypervisor which is

integrated in the windows servers of Microsoft and offers a

carrier-grade virtualization for enterprises with data centers or

clouds. Therefore, for those who want to virtualize the data

center workload or build the cloud, Hyper-V may be a common

option. In addition, Hyper-V can be installed as a standalone

server to provide a set of integrated management tools which

can be used in NFV. For example, a virtual network manager

based on Hyper-V can be used to create, configure and delete

various virtual elements (e.g., VNFs). Besides, a Hyper-V based

virtual switch enables NFV with capacities such as tenant iso-

lation and traffic shaping. 

• ESXi [83] : ESXi is a type 1 hypervisor that virtualizes

enterprise-class servers so that customers can consolidate their

applications on less hardware. Although ESXi offers many ad-

vanced features for management and administration such as

high availability and fault tolerance, it is much more expensive

than other hypervisors like KVM. In order to process application

workloads with high performance, ESXi tries to maximize the

I/O throughput by using few CPU cycles and less power to ful-

fill the requirements of a wide range of application workloads.

However, the workload fulfilled by ESXi may be different from

those in NFV which are sensitive to latency, jitter, etc. There-

fore, ESXi should be carefully tuned in order to satisfy the NFV

workload and maximize the performance. 

Apart from the hypervisor, the container technology [103] is an-

ther feasible solution for NFV virtualization. The differences be-

ween container and hypervisor are shown in Fig. 6 , in which we

an observe that the container does not need separated systems to

ost applications or VNFs. Thus, the container can save more over-



224 B. Yi et al. / Computer Networks 133 (2018) 212–262 

Fig. 6. Comparison between hypervisor and container [103] . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

head compared to the hypervisor, because the former runs directly

on the host OS while the latter runs on the guest OS. In this way,

the NFVI virtualization layer is likely to be expanded to include

the OSs that based on container engines. Although the container

offers a great opportunity to reduce the overhead, it also intro-

duces many potential security issues due to the lack of isolation

from the hosts. One representative example of container is Docker

[103] which is an open platform for developing, shipping and run-

ning applications. It separates the application from infrastructure

such that the software based applications can be delivered quickly.

In addition, FlowN [104] is a lightweight container based virtual-

ization approach proposed to address the multi-tenancy problem

in cloud. Rather than running a separated controller for each ten-

ant, FlowN uses a shared controller platform to run the tenants’

applications and each tenant is provided with the vision of its own

address space, topology and controller. 

The virtual environment provided by a hypervisor or a con-

tainer must be functionally equivalent to the original hardware en-

vironment. Thus, for the same OS, the tools and applications can be

used in the virtual environment as long as they are softwarized.

Nevertheless, to fulfill the implementation of NFV, many require-

ments for hypervisors (or containers) still need to be resolved. For

example, the hypervisor should offer different granularity in vir-

tualizing network functions (partial or full virtualization), thus to

create differentiated services. Then, in order to support the soft-

ware portability, some well-defined interfaces have to be specified,

which include the ones for VNF management and monitoring, and

the ones for accommodating PNFs and VNFs due to the coexistence

of them, etc. Last but not the least, the existence of hypervisor ex-

poses a lot of potential security threats which need to be carefully

considered in the near future. 

4.1.3. Virtual infrastructure layer 

According to the reference architecture of NFVI shown in the

bottom of Fig. 5 , the virtual infrastructure layer locates above the

virtualization layer and it includes three kinds of virtual resources,

that is, virtual compute, storage and networking. These virtual re-

sources play a very important role for providing the virtualization

environment in NFV. Nevertheless, we should be aware that they

still come from the virtualization of physical resources. 

1. Virtual compute 

The virtual compute resource is achieved by the virtualization

of hardware processing elements like CPU. Such virtualization

operation is usually fulfilled by hypervisors through specific Ap-

plication Programmable Interfaces (APIs). For example, the lib-

virt [105] of KVM and the vCenter [106] of ESXi both provide

a way for virtual compute resource management. The common
part between libvirt and vCenter is that they provide such ca-

pability in the form of VM which can be regarded as the exe-

cution environment of VNFs. In addition, the Software Defined

Compute (SDC) [107] is another kind of compute virtualization

technology, which moves the computing functions into cloud

and views all the computing resources in one resource pool.

Based on this, an on-demand computing resource allocation is

obtained through the central interface. 

2. Virtual storage 

Similarly, the virtual storage is achieved by the virtualization of

storage hardware in the form of DAS, SAN or NAS. In particular,

the storage management software is separated from the under-

lying hardware, which not only enables to create virtual stor-

age resource pools in a flexible and scalable manner, but also

brings many additional features such as snapshot and backup.

The Software Defined Storage (SDS) [108] is another form of

storage virtualization, which creates a virtualized network of

storage resources by separating the control and management

software from the general-purpose hardware. The Ceph [109] is

an example of SDS that provides object, block and file system

storage from a single clustered platform. Moreover, the storage

network can be used to connect many large storage pools, such

that these pools can appear as one single virtual entity. 

3. Virtual networking 

The virtual networking is similar to the traditional computer

networking. The difference is that virtual networking provides

interconnections among VMs, virtual servers and other re-

lated components within a virtualized network environment.

Although virtual networking follows the physical networking

principles, its functions are mostly software-driven, for exam-

ple, virtual Ethernet adapters and virtual switches. By con-

necting different VMs, we can build a virtual network for the

purpose of production, development, testing, etc. However, we

should be aware that these VMs may be on the same hyper-

visor or across multiple hypervisors. Another important ele-

ment in virtual networking is virtual switch which allows VMs

to communicate with each other using same protocols used in

physical switches, without the need for additional networking

hardware. In the context of NFV and SDN, the virtual switches

are enabled with programmability and flexibility. Thus, a lot of

effort s have been devoted to this field. Currently, many open

source and commercial virtual switches are developed and we

illustrate the representative ones of them as follows: 

• Linux Open vSwitch (OVS) [70] : OVS is a virtual switch that

enables a programmable data plane by exposing standard

and visible interfaces to virtual networking layer. One im-

portant feature of OVS is that it can be ported to other
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environments easily, since most of its code is written in

C. Besides, OVS can be distributed across multiple physical

servers, because it supports multiple virtualization technolo-

gies such as KVM and Xen. Compared with the kernel-based

switches, OVS can work without a kernel module. In this re-

gard, OVS has a good portability. Besides, with respect to the

wide deployment of SFCs, the latest version of OVS is able to

support them by integrating the protocol of Network Service

Header (NSH) [110] which encapsulates the path identifica-

tion information in the packet header. 

• Linux OpenSwitch [111] : It is an open source and linux-

based switching software. Unlike OVS that is deployed over

a virtualized or cloud layer, OpenSwitch is deployed in a

physical switch. Thus it controls some real hardware ports

of the physical switch. Besides, OpenSwitch provides a fully-

featured L2/L3 control plane, in which programmability is

enabled. OpenSwitch can be regarded as a catalyst for ac-

celerating the move to disaggregated networking switches,

such that developers and customers are enabled with spe-

cific tools to break the limitations of integrated switches. In

this way, the network is controlled in a better way to serve

the business needs of customers. 

• OpenStack Distributed Virtual Router (DVR) [112] : The DVR

is a distributed virtual router in OpenStack. The main fea-

ture of DVR is that it moves most of the routing previously

performed on the network nodes to the compute nodes. By

doing this, it can isolate the failure domain of traditional

network node and eliminate the intermediate L3 agents,

thus optimizing the performance of network traffic. More-

over, DVR is a supplement of OVS, because it offers routing

and gateway functionalities within distributed architecture.

Nevertheless, the configurations of DVR only work with the

OVS modular L2 driver of Juno [49] . 

• Brocade Vyatta 5600 vRouter [113] : Vyatta 5600 is one

carrier-grade virtual router product proposed by Brocade,

which can reach the speed as high as 10+ Gbps. In order

to guarantee the performance and availability in NFV, Vy-

atta 5600 has integrated many features. For example, by

supporting nearly all general-purpose virtualized platforms

and standard x86 architecture in a resilient and flexible way,

the systems based on Vyatta 5600 can easily consolidate re-

sources and maximize appliance utilization with CAPEX and

OPEX reduced. In addition, Vyatta 5600 also provides flex-

ible deployment mechanisms for fast and low-cost service

provision. 

Similar to the hardware acceleration explained in the physical

nfrastructure layer, there are also many software based I/O accel-

rators for the data plane of NFV. The representative ones that pro-

ote the NFVI performance are illustrated as follows. 

• Data Plane Development Kit (DPDK) [115] : DPDK is a set of

software libraries and drivers for fast packet processing, which

is expected to improve packet processing performance by up

to ten times and achieve over 80 million packets per second

throughput on a single Intel processor like Xeon. DPDK meets

the idea of NFV very well, because it is originally designed

to run on any type of processors (e.g., Intel × 86 and IBM

Power). In order to reduce the time of new service roll-out

from months or weeks to hours, most service providers and

equipment vendors are shifting from using different architec-

tures per major workload (e.g., application, control/data plane

and signal processing) to implementing all the workload on the

commercial standard architecture (e.g., × 86) with DPDK [116] .

That is because consolidating all the workload into one scal-

able and simplified platform makes it easy to offer solutions

for the multi-function and multi-vendor problems, for exam-
ple, the service function chain provision. Based on DPDK, many

other software based I/O accelerators such as the extension of

DPDK [46] , Fast Data I/O (FD.io) [117] , IO visor [118] and Open-

DataPlane [119] are also proposed, and each of them appears to

solve specific limitations of DPDK. For example, the extension of

DPDK [46] is used to eliminate the network bottleneck caused

by DPDK in the long run, and IO visor [118] is used to extend

the kernel functionality and networking stack by residing in the

kernel instead of bypassing it. 

• Netmap [47] : Netmap is a kind of API implemented in FreeBSD

or Linux to accelerate the packet I/O speed. According to Ref.

[47] , running the packet forwarding applications and libpcap

emulation library on top of Netmap can improve the I/O speed

to about five times, which can be used to accelerate the perfor-

mance of NFV and SDN. However, Netmap is based on a very

simple data model which may be a double-edged sword. On

one hand, this simple data model enables a high portability

for applications by using Netmap API. On the other hand, it is

hard to accommodate complex and large scale network situa-

tions due to the simplicity of the data model. 

• Single Root I/O Virtualization (SR-IOV) [46] : SR-IOV is a kind

of I/O virtualization technology which aims at maximizing re-

source utilization and hardware performance. For example, Ref.

[46] used the SR-IOV enabled devices to fulfill VNF deployment,

which achieved higher packet throughput than using the native

Linux kernel network stack. SR-IOV introduces the concept of

physical functions and virtual functions which are equivalent

to the definition of PNFs and VNFs. The virtual functions are

usually lightweight and each of them can be pinned to a VM.

Thus, the physical resources are accessed directly and shared

by multiple VMs, which helps achieve high performance and

avoid resource over-consumption to a certain extent. Neverthe-

less, the direct access to physical resources would eventually

increase the security concerns. 

• PF_RING ZC [120] : PF_RING ZC provides a set of APIs to sup-

port packet acceleration in a multicore environment. For a sys-

tem with multiple CPUs, the packet buffer can be allocated in

memory regions where a CPU can be accessed directly. Besides,

PF_RING ZC clusters procedures such that data can be shared

among them. Similar to Netmap, PF_RING ZC characterizes the

driver based on a regular Linux driver, which acts transparently

unless a special application starts. Once it starts, the regular ap-

plications (e.g., packet capturing and monitoring tools) are not

allowed to send or receive packets using the respective default

system interfaces. 

• PFQ [121] : PFQ is a framework built for high speed packet

transfer on x86 platforms. However, providing high perfor-

mance is not the primary target of PFQ. Instead, it intends to

offer an easy and safe packet processing, while achieving a rel-

atively high processing speed at the same time. The notable

characteristic of PFQ is using a domain specific language to im-

plement the packet processing algorithms. Since it does not rely

on specialized drivers, such feature may lead to performance

degradation [122] . 

The virtual network can be implemented in two ways, that is,

nfrastructure based solution and hierarchy based solution [123] .

or the former, it leverages the underlying physical devices to

rovide the equivalent network functions for the virtual network.

his is fulfilled by partitioning the physical network, which does

ot support the overlay of network addresses. For the latter, it

an instantiate several private topologies on the fundamental in-

rastructure. This is fulfilled by splitting physical network and re-

ources. Comparatively, the latter supports the overlay of network

ddresses with high management cost and complexity. Considering
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the two solutions’ features and the practical requirements, enter-

prises usually adopt the hybrid of them. 

4.1.4. Summary 

Despite the basic working mechanism of NFVI outlined by ETSI

NFV ISG, it does not offer a complete solution for NFVI. Thus,

different service providers and equipment vendors begin to build

their own NFVI according to their networks’ connectivity and ge-

ographic distributions. Under such situation, various NFVI solu-

tions and products appear rapidly, because different vendors (e.g.,

Cisco and Ericsson) have different approaches and standards for

the NFVI solution. Nevertheless, these NFVI solutions are mostly

assembled from the components introduced in the previous lay-

ers (i.e., Sections 4.1.1–4.1.3 ). For example, the Cisco NFVI solution

fully integrates Linux KVM [71] (hypervisor), OpenStack [49] (vir-

tual infrastructure manager) and Ceph [109] (an open-source and

software-defined storage system). In addition, no matter how NFVI

varies from organization to organization, it must be secure and re-

liable. Based on this consideration, many critical services are grad-

ually built into NFVI. In order to provide differentiated services,

some vendors even try to combine the NFVI components with their

existing hardware and software. However, such two trends may re-

sult in many different standards, which in turn slow down the de-

ployment of NFV. 

4.2. NFV management and orchestration layer 

The primary responsibilities of NFV MANO are to manage the

entire virtualized context within the framework of NFV. In partic-

ular, the context includes virtualization mechanism, hardware re-

source orchestration, life cycle management of VNF instances, in-

terface management between modules, etc. All the responsibilities

are categorized into three parts according to ETSI, namely, Virtu-

alized Infrastructure Manager (VIM), NFV Orchestrator (NFVO) and

VNF Manager (VNFM), as shown in the right side of Fig. 5 . Specif-

ically, the NFVO is mainly responsible for orchestrating NFVI re-

sources and managing the life cycle of VNFs. In order to provide

a network service, multiple VNFs are orchestrated and chained ac-

cording to the determination of NFVO. However, this turns out to

be very complex as we should not only deploy each required VNF

(including VNF instantiation and configuration), but also calculate

one optimal path to connect them, thus to provide the demanded

service. Besides, the VNFM is responsible for managing multiple

VNF instances. However, one situation should be noticed, that is,

one VNF instance is associated with one single VNFM, while one

VNFM may be assigned to manage multiple VNF instances. Most

VNFMs are designed to accommodate any type of VNF as well

as the management work including VNF instantiation, updating,

searching, extension and termination. The VIM manages and con-

trols NFVI resources, such as network, compute and storage. More-

over, VIM can also be customized to handle at least one specific

kind of NFVI resource (e.g., network-only, compute-only or storage-

only) by exposing the interfaces to the corresponding resource

controllers. A WAN infrastructure manager is a typical example

of this specialized VIM which builds connectivity among different

endpoints within network. Besides, VIM may manage the virtual

compute, storage and network resources in NFVI through some of

its external interfaces. 

It is discovered that the responsibilities of NFVO, VNFM and

VIM are partially overlapping. Thus, they are usually implemented

as an intact entity. However, ETSI NFV ISG only presents a refer-

ence architecture for NFV MANO, which lacks implementation and

suffers from many limitations such as security and interoperability.

In this way, many works are proposed in order to make a supple-

mentation to the reference architecture and accelerate its deploy-

ment. For example, in order to address the security issue of ETSI
FV MANO, the Zero-time Orchestration, Operations and Manage-

ent (ZOOM) [124] , a management and orchestration platform, is

roposed to complement the work of ETSI and it offers new se-

urity approaches to protect the infrastructure (NFVI), functions

VNF) and services across all layers based on a set of best practices.

esides, ZOOM claims to provide an opportunity for true business

gility via zero-touch, self-service and adaptive automation opera-

ions. 

Unlike ZOOM that focuses on security management and orches-

ration, OpenMANO [125] targets on implementing the ETSI NFV

ANO framework to enhance and accelerate the service provision.

n particular, OpenMANO can be further separated into three com-

onents, that is, Openmano, Openvim and opemmano-gui respec-

ively. The three components together contribute to a practical im-

lementation of the ETSI NFV MANO architecture. Accordingly, the

penmano is an analogy to the component NFVO while Openvim

efers to VIM. Openmano-gui offers two ways for network oper-

tion, that is, user-friendly graphical interface and command line

nterface. In addition, OpenMANO enables using an openflow con-

roller for certain purposes, for instance, constructing the physi-

al network topology in a centralized manner. More importantly,

penMANO constructs an open ecosystem for telecommunications

roviders and equipment vendors in order to expand their ser-

ices and ensure high and predictable performance for the most

dvanced VNFs. This behavior actually promotes the interoperabil-

ty which is weak in ETSI NFV MANO reference architecture [55] . 

Another implementation of ETSI NFV MANO is Open Source

ANO (OSM) [126] which is hosted by ETSI. The objective of OSM

s to develop open source NFV management and orchestration soft-

are stacks. Although OSM has a highly compliant architecture

ith the reference one, it separates NFVO into two fine-grained

omponents, that is, the service orchestrator and resource orches-

rator. Specifically, the former is responsible for end-to-end service

rchestration and provision (such service is described by the YAML

odeling language and may be composed of both VNFs and PNFs).

he latter is responsible for allocating network resources to the de-

ermined services over at least one IaaS provider. In fact, the two

rchestrators of OSM can be jointly mapped to the NFVO entity

n the reference MANO. Besides, within OSM, there is a module

or VNF configuration and abstraction, which can be regarded as a

eneric VNFM with limited features considering its responsibilities.

ith respect to VIM, the OSM leverages the efforts from OpenVIM,

penStack and VMware. In particular, OpenVIM is a lightweight

IM implementation, while OpenStack and VMware are alterna-

ives to heavyweight VIM implementations. 

Rather than implementing the ETSI defined NFV MANO ar-

hitecture personally, some works are realized based on existing

chievements and efforts. For example, the Tacker is proposed as a

ubproject of OpenStack. In particular, it offers a solution for VNFM

nd NFVO, which can be used to deploy network services and op-

rate VNFs on any general-purpose based infrastructure platform

127] . In fact, Tacker relies on the original service orchestration

omponent (i.e., Heat) of OpenStack. From the perspective of ar-

hitecture, Tacker does not have any difference from the ETSI ref-

rence architecture. It includes the components of NFV catalog,

NFM and NFVO. In particular, the NFV catalog of Tacker provides

he attribute description of various VNFs and services, the VNFM

f Tacker provides basic life cycle management of VNFs, and the

FVO provides VNF placement policies for provisioning services.

eyond that, Tacker also offers some new features, for example, the

NFM enables to auto heal and scale VNFs based on different poli-

ies and the NFVO enables the ability to orchestrate VNFs across

ultiple VIMs and multiple sites (i.e., N-PoPs). Nevertheless, we

hould be aware that some important aspects are still not covered

n Tacker, for example, the missing of PNF orchestration. Consider-

ng the inevitable coexistence of VNF and PNF, only orchestrating
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NFs is not enough for improving network performance. Thus, the

ndependent orchestration of PNF and the hybrid orchestration of

hem are essentially required. 

Currently, due to the widespread research on service orches-

ration, more and more effort s are gradually shifted to the NFVO

omponent, which leads to a situation that the boundary between

ANO and NFVO is becoming blurry. 

One example that focuses on the orchestration framework is

loudify [128] . It is originally an open source and pure cloud or-

hestration framework for managing applications and services, de-

ecting errors and failures, and automatically remediating issues,

tc. With the emergence of NFV, Cloudify is expanded to include

he primary NFV features. For example, the pluggable architec-

ure of Cloudify enables a fully management and orchestration of

NFs. Specifically, Cloudify is composed of three parts, that is, i )

he Cloudify Manager which performs deployment and life cycle

anagement of applications; ii ) the Cloudify Agent which is used

o manage workflow execution via an appropriate plug; iii ) the

hird-party component (e.g., Logstash [129] and RabbitMQ [130] )

hich provides overall life cycle management with Cloudify Man-

ger. From this point, Cloudify plays the role of NFV orchestrator

ithin the ETSI NFV MANO reference architecture and cooperates

ith other NFV components (e.g., VNFM, VIM and NFVI) to bet-

er orchestrate the software based networks. In addition, Cloudify

ntroduces the new concept of cloud-native VNFs that can fully ex-

loit the advantages of cloud computing. Considering the tremen-

ous work of cloud computing, the NFV deployment will be accel-

rated with the assistance of Cloudify. 

OPEN Orchestrator (OPEN-O) [131] is a Linux foundation collab-

rative project and it focuses on establishing an open framework to

rchestrate end-to-end services across legacy, SDN and NFV sup-

orted networks. Likewise, OPEN-O is compliant with the refer-

nce architecture of ETSI NFV MANO. Besides, to guarantee the

enerality and flexibility of OPEN-O, the standard service model-

ng language YANG [132] is used by OPEN-O. As explained, OPEN-

 provides services across three kinds of networks, and each of

hem is managed and orchestrated by corresponding orchestrators.

or example, the SDN orchestrator is responsible for orchestrating

ervices over SDN and legacy networks, while the NFV orchestra-

or mainly focuses on orchestrating services composed of VNFs.

n order to make such two independent orchestrators cooperate, a

lobal service orchestrator is also defined in OPEN-O. In this way,

iven a service, it is firstly described in a single global service de-

cription. Then, according to specific requirements, it can be de-

omposed to SDN service description and NFV service description

or detailed implementation. 

The FROG [133] is one SDN, NFV and cloud integrated orches-

ration architecture that mainly focuses on supporting heteroge-

eous infrastructure. Likewise, FROG also divides the infrastructure

nto different domains and each domain is under the charge of a

edicated FROG domain orchestrator. With respect to the first one,

t is a pure SDN supported domain and the SDN controllers (e.g.,

loodlight and OpenDaylight) are regarded as the corresponding

rchestrator of this domain. The second one is a traditional cloud

omputing supported domain and the cloud platforms (e.g., Open-

tack) are regarded as the corresponding orchestrator. The third

ne is a resource-limited home gateway domain and it is under the

harge of a customized orchestrator. In addition, FROG introduces a

lobal orchestrator to control and coordinate the three infrastruc-

ure domains. Then, based on the capacities and resources of each

omain, and the constraints specified by services, the global or-

hestrator can determine how to split the service graph and deploy

he separated parts on selected infrastructure domains. Reviewing

PEN-O, although it does not consider the cloud based infrastruc-

ure, it adopts the same hierarchical orchestrators with FROG. In

his regard, FROG has the same structure with OPEN-O. However,
nlike other orchestrators that rely on traditional REST API to inter-

onnect different com ponents, FROG mainly relies on an interme-

iate message bus (i.e., double-decker) to interconnect the compo-

ents, which is more efficient and faster than using REST API. 

Apart from the above heavyweight orchestrators, there are

any lightweight ones. For example, M.T. Beck et al. proposed a

ightweight NFV orchestration framework that enabled researchers

o simulate their deployment and orchestration algorithms in NFV

134] . Due to its lightweight characteristics, new strategies can be

eployed and tested quite straight forward and quickly. However,

e should be aware that the scope covered by such orchestrator is

lso limited, that is, it may not have the ability to run or test the

rchitectural schemes or applications. Another lightweight NFV or-

hestrator can be found in [135] , which focused on providing solu-

ions for managing and orchestrating VNFs quickly and easily. Dif-

erent from the one proposed in [134] , the major selling point of

his work was the service scalability. Specifically, it provided a VNF

ndependent approach to integrate any existing VNFs to the pro-

isioned services without making any reconfiguration. In addition,

his orchestrator also provided the functionality of VNFM in order

o support some de facto standards from SDOs such as OpenStack

nd OPNFV. 

.3. Virtual network function layer 

The VNF layer plays an important role in the whole NFV struc-

ure. NFV is intended to abstract the underlying PNFs and finally

mplement them in the form of software (i.e., VNF). VNFs can pro-

ide the network functionalities originally provided by proprietary

etwork devices, and are expected to be executed on the COTS

ardware. 

The structure of the VNF layer, which may include many iso-

ated VNF instances, is illustrated in the top of Fig. 5 . In addition,

ach VNF is composed of multiple VNF Components (VNFCs) which

re managed by the corresponding EMs. All the EMs within the

ame domain together make up the EMS. The EMS is in fact a kind

f VNF rather than part of MANO and it is responsible for manag-

ng various VNFs. Likewise, the VNFM is also in charge of managing

NFs in terms of instantiation, update, query, scaling and termina-

ion. However, in order to well perform those management func-

ions, the EMS has to collaborate and exchange the VNF related

nformation with VNFMs. 

Basically, PNFs inside the network infrastructure, such as border

ateway, firewall and dynamic host configuration protocol, must

ave perfectly defined external interfaces and the corresponding

odels of behaviors. PNFs provide network functions in physical

etwork, while VNFs play the same role in virtual network envi-

onment. In this regard, the work used to be done by PNFs can

ow be replaced by initializing corresponding VNFs. Besides, chain-

ng multiple VNFs locating in different positions of the network

an make up a service chain. Based on the practical requirements

f enterprises, the VNF locations can be dynamically selected. 

Due to the diversity of VNFs, they may exist in different lay-

rs within the NFV architecture. For example, Brocade Vyatta 5600

Router [113] , a virtual switch, can be regarded as in the virtual in-

rastructure layer, while OpenDaylight [136] , a software based con-

roller, can actually be regarded as in the management and orches-

ration layer. However, since the two layers are already explained

n the previous sections, we mainly focus on illustrating VNFs in

he application layer. According to the definition of VNF, all the

iddle-boxes presented in Table 2 can be virtualized as VNFs. With

espect to each kind of VNF, there may be multiple implementa-

ions with different features considered. For example, the virtual

AT implemented by VMware provides a way for VMs to com-

unicate with the host while the one implemented by NFWare is

xtended to the carrier-grade level. Hence, it is hard to illustrate
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Table 4 

Products and solutions of VNFs. 

Vendors Product/Solution Description 

Infoblox virtual secure Domain Name System (DNS) [137] An expansion solution of the original DNS, which reduces the business and operation risk 

during the network transition to NFV and SDN. 

NEC NFV C-RAN [138] A cloud based RAN with automate L2/L3 functions adding and removing for NFV to meet the 

traffic demand in NFV. 

NFWare virtual carrier grade NAT [139] Centralized network addresses translator. 

Oracle IMS Session Delivery [140] An agile IMS solution for delivering consumer VoIP and VoLTE services. 

Red hat Linux-Atomic host [141] A lightweight platform support running applications in Linux containers. 

6wind Virtual Accelerator [142] Accelerating packet processing for virtual network infrastructure in NFV. 

Turbo IPsec [143] A software Virtual Private Network (VPN) appliance deployed on COTS servers in bare mental 

environment with the same functionality of the legacy IPsec VPN gateways. 

Cisco Virtual Port Channel [144] Allowing physical links between two devices to appear as a single port channel to a third 

device. 

Virtual Managed Services [145] A cloud native solution for delivering new software defined WAN services to business 

customers. 

Ericsson Virtual Router [114] A carrier-grade software system which offers network operators the ability to deploy services 

with high agility and performance. 

vEPC [146] Virtualized Evolved Packet Core networks. 

Juniper vMX series edge router [147] Revolutionary carrier-grade virtual routing for enterprises and service provider networks. 

vSRX integrated virtual firewall [148] A virtual firewall designed for enterprises and service providers to achieve capabilities of 

firewall, security and automation in a virtual machine. 

Nominum N2 [149] A virtual communication platform depending on browsers. 

Vantio CacheServe [150] A DNS solution which integrates the N2 platform. 

F5 Policy Enforcement Manager [151] Optimizing and monetizing networks with context-aware policy enforcement. 

Local Traffic Manager [152] Application delivery with programmable infrastructure in a reliable, secure and optimized way. 

Virtual Edition [153] Deploying software-defined application service in hybrid, virtual and cloud environments. 

Metaswitch Perimeta Session Border Controller [154] Carrier-grade virtualized network function which supports large scale communication security. 

Clearwater [155] IP Multimedia Subsystem in cloud computing. 

Voice over LTE [156] A VoLTE solution built from the ground up using cloud native service methodologies. 

Brocade virtual Mobile Analytics [157] Brocade network visibility platform for end-to-end mobile networks. 

SteelApp Traffic Manager [158] A leading virtual application delivery platform for virtual environments or cloud. 

Vyatta 5600 vRouter [113] Networking industry leader in virtual router with high performance and scalability. 

virtual Application Delivery Controller [159] A software based VNF solution for fast, reliable application delivery across the virtual and 

cloud platforms at massive scale. 
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them all. Nevertheless, we summarize the representative ones ac-

cording to their emphasis in Table 4 to show a relatively complete

overview of current VNF products. 

As explained, the number of VNFs is tremendous as well as

their categories. Therefore, it is important to have some automated

approaches for building and managing them. One typical exam-

ple is Click [45] which is designed to build flexible and config-

urable network functions. Currently, Click can provide many soft-

ware based functions for packet forwarding and processing. For ex-

ample, the Click element IPFilter plays the role of firewall, while

the Click element IP/UDP/TCP Rewriter can be regarded as a kind

of NAT. Apparently, the main characteristics of NFV accord with

the idea of Click. In this regard, many researches use the Click

modular to simulate a NFV environment. However, considering its

limitations, an improvement is proposed, that is ClickOS [160] .

Based on the definition of the Click elements, ClickOS presents a

high-performance and virtualized software middle-box platform,

on which a wide range of middle-boxes are implemented in soft-

ware. These software middle-boxes include the firewall, carrier-

grade NAT, load balancer, etc. Since the document of Click project

was not updated any more after 2011, the ClickOS will replace it

in the long run. Apart from the two lightweight platforms, there

are also many open source and commercial ones for building and

managing VNFs, which typically appear as a whole NFV solution

that are introduced in Section 4.4.2 . 

Currently, VNFs can be implemented in two kinds of environ-

ments. The first one is the VM environment which can be offered

by virtualization technologies such as VMware, KVM, XEN, Hyper-

, etc. The second one is the container environment offered by

Docker for example. VM offers an isolated duplicate environment

of a real computer machine for running VNFs, while container only

includes the necessary elements for running VNFs. Based on VM

 

nd container, there evolve many other technologies for VNF im-

lementation, which are compared in Fig. 7 and illustrated as fol-

ows: 

• VM [161] : According to the layered structure shown in Fig. 7 , a

guest OS is installed in the VM, which can be used to run VNFs.

Besides, as explained previously, the VM runs on hypervisors

(e.g., KVM and Xen) which also need a host OS environment

running on the physical hardware. Currently, VM is the default

environment for running VNFs. 

• Container [103] : Compared with VM, the container saves the

requirement for a guest OS. Instead, it directly virtualizes the

host OS, on which necessary libraries are installed. Such design

simplifies the underlying OS and the VNF execution, because

containers in one compute node share a kernel. A small con-

tainer image indicates that the density of per compute node

can go up greatly (e.g., by 10 times). Despite the strong de-

sire to run VNFs in containers, there are still many problems

required to be solved. For example, the kernel sharing among

containers would result in isolation and security issues in-

evitably. 

• Container in VM [162] : This approach runs containers in a VM

for the purpose of achieving their benefits at the same time.

Specifically, on one hand, the VNF execution is simplified by

using the container technology. On the other hand, the VNF

isolation can be guaranteed to a certain extent by using VM.

However, the respective performance achieved in this approach

cannot exceed the case when using one of them alone. Despite

this, this approach is a very common way for enterprises that

do not require high performance in NFV. 

• Clear Container [163] : The clear container is part of the Clear

Linux project originated from Intel. The main idea behind clear



B. Yi et al. / Computer Networks 133 (2018) 212–262 229 

Fig. 7. Virtualization environment alterations for VNFs [165] . 
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container is similar to the case of container in VM, that is, run-

ning a container in a VM. However, they differ in implementa-

tion, that is, the VM wrapper is shrunk dramatically in this ap-

proach in order to make the entire VNF environment appear as

a container rather than a VM. Besides, the host OS is replaced

by a lightweight one based on Clear Linux. In this way, the cor-

responding boot-up time and image size are close to those of

a container. Considering the popularity of using containers in

NFV, this approach can also be leveraged for the development

of NFV. 

• Unikernel [164] : The unikernels are in fact VMs that con-

structed by using library operating systems. However, unlike

traditional VM that offers an entire guest OS, unikernels only

connect VNFs to the libraries they require. Based on this design,

the sizes of unikernel images are similar to those of containers,

and their boot up times are also similar. Due to the two bene-

fits, the unikernels can be a good option for NFV. However, due

to the lightweight characteristics of unikernel, any new VNF has

to be recompiled before running in it. Considering the large

amount of VNFs and VNF types, this may be a big challenge

when applying unikernel to NFV. 

.4. Cross-field issues 

Due to the potential of NFV, there evolve many related use

ases and solutions for the purpose of accelerating its deployment.

esides, the coexistence between the NFV system and the legacy

ystem is another issue that should be focused on. We illustrate

hese topics respectively. 

.4.1. NFV use cases 

ETSI has proposed nine typical NFV use cases [166] which

reatly promote the NFV standards and related products in the first

hase of work. These use cases are the main reference examples

or most industries when deploying NFV as the networking solu-

ion. However, they are difficult to follow. In this section, we re-

esign four use cases and present them in a relatively simple and

asy-to-be-understood way. 

• NFVI as a service (NFVIaaS) 

Generally, it is almost impossible for any service provider to

construct and maintain its own physical infrastructure all over

the world, while on the contrary, the user demands are global.

Due to such contradiction, the concept of NFVI as a Service

(NFVIaaS) appears. In particular, NFVIaaS indicates that NFVI

can be offered and sold from one service provider to oth-

ers. In this regard, it is very convenient and cost-effective for

one service provider to serve its customers who reside far

away from its own NFVI locations by running the VNF in-

stances remotely on other service providers’ NFVI platforms.
Although NFVIaaS can facilitate the deployment of NFVI plat-

forms, ETSI NFV ISG only describes a simple use case for NFVI-

aaS instead of providing a detailed specification. Considering

this, IRTF and VMware both elaborate a document about NFVI-

aaS. In particular, the former depicts an architecture frame-

work for NFVIaaS, which aimed at policy based resource place-

ment and scheduling [167] . The latter focuses on describing

a successful transformation to NFVIaaS, during which an op-

erating model and an organization model are proposed [168] .

From the perspective of NFVI owners, they have to make sure

that only the authorized customers can execute and deploy the

VNF instances on their NFVI platforms. Meanwhile, in order

to prevent the customers from affecting each other, the thor-

ough customer-isolated and resource-constrained mechanisms 

are also required. Therefore, a well-designed NFVI is critical

for the implementation of NFVIaaS. Currently, most of the re-

searches intend to build the relationship between NFVI and

cloud. For example, Ref. [169] demonstrated the software de-

fined infrastructure which was the combination of NFVI and

IaaS under the centralized management of SDN. Another im-

portant focus is the NFVI benchmark and testing. In Ref. [170] ,

a methodology based on fault injection was proposed for de-

pendability evaluation and benchmarking of NFVI. 

Fig. 8 intends to illustrate a simple example, in which ser-

vice provider SP 1 runs its VNF instances on the NFVI plat-

form owned by service provider SP 2. We simplify the process

in three steps as shown in Fig. 8 . First, the user U 1 asks SP 1 to

prepare a certain VNF instance before reaching the destination

U 2 (shown by 1 ©). However, SP 1 discovers that the user’s desti-

nation is close to SP 2, and compulsively deploying the required

VNF instance on the NFVI of SP 1 would cost a great deal. Hence,

the better way is to rent SP 2’s NFVI and deploy the required

VNF instance on it (shown by 2 ©). After finishing the deploy-

ment, the traffic between U 1 and U 2 traverses the VNF instance

on SP 2 (shown by 3 ©). Importantly, the NFVIaaS is reflected by

step 2 ©. Furthermore, apart from the situation between differ-

ent service providers, NFVIaaS can also happen between differ-

ent apartments inside one service provider. 

• VNF forwarding graph (VNF FG) 

Generally, there are many data centers distributed across large

geographies and they may not belong to the same operator. For

any data center, it deploys a lot of service nodes at various

points in the network topology, on which a variety of layer 4

through layer 7 service functions (i.e., VNFs) are deployed in

both physical and virtual forms [171] . In this way, the VNFs

hosted at a given service node may overlap with those hosted

at other service nodes, and this situation also happens between

any two data centers. For example, four different data centers

owned by different service providers are shown in Fig. 9 , where
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Fig. 8. The use case of NFVI as a service. 

Fig. 9. The use case of VNF forwarding graph. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the second data center and the third data center offer the same

VNF (i.e., VNF-A). 

Traditionally, the network traffic must follow a defined path to

deliver specific services, along which the proprietary network

functions are already deployed. A very simple example of net-

work service may happen on one bidirectional point to point

link. However, we must be aware that the service delivery in

virtualized network environment is much more complex. Like-

wise, in Fig. 9 , the network functions supported by the four

data centers are abstracted in the form of VNFs, with the inter-
connection among them remained. In particular, all these ab-

stracted VNFs constitute to the graph which is referred to as

VNF Forwarding Graph (VNF FG) [172] . Thus, VNF FG can be

regarded as an analogue of physical network forwarding graph

that connects physical appliances via bidirectional cables, which

actually connects VNFs via virtual links for the purpose of de-

scribing the traffic among these VNFs. In particular, connect-

ing multiple VNFs in sequence can constitute a service which

is referred to as SFC in the context of NFV. However, to de-

ploy and implement this SFC, we first need to determine the



B. Yi et al. / Computer Networks 133 (2018) 212–262 231 

Fig. 10. The use case of long term evolution virtualization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

routing logic of traffic among these connected VNFs. This pro-

cess can be fulfilled by VNF chaining algorithms which are de-

tailedly discussed in Section 5 . Then, based on the control logic,

the concrete traffic steering technologies such as Network Ser-

vice Header (NSH) and Service Chain Header (SCH) are used to

insert headers that carry service path information into packets,

thus to fulfill the traffic steering process in physical network. 

An example of unicast SFC is presented in Fig. 9 , where four

data centers offer the execution environment for VNF instances

and the VNF FG is used to guide the process of service chain-

ing. Apparently, the data centers are owned by four different

service providers. Each of them provides several kinds of VNF

instances. According to the request from the user U 1 , it has to

traverse four different VNF instances which are VNF-A, VNF-

B, VNF-E and VNF-G respectively. From the perspective of VNF

FG located upside Fig. 9 , the red dotted line represents the

logical path of traffic from U 1 to U 2 . Accordingly, the logical

path is mapped onto the underlying infrastructure, which is

SP2 (supporting VNF-A and VNF-B), SP1 (supporting VNF-E) and

SP4 (supporting VNF-G). The benefit of using VNF FG is that

the service providers do not need to care about the underly-

ing infrastructure when constructing services. That is because

the VNF instances within the VNF FG have certain mapping re-

lations with the underlying physical appliances. Interestingly,

such mapping process is focused by many researchers and it

is further illustrated in Section 6 . In particular, these service

providers are actually offering VNF instances in a pay-per-use

way and they may provide the same VNFs. In this way, the

users can select VNF providers according to many factors such

as cost and location, which not only benefits users but also pro-

motes competition among service providers. 

• Mobile core network virtualization 

There are a large variety of proprietary hardware devices in

current mobile network, which leads to tremendous inconve-

nience when any change takes place. Fortunately, NFV can re-

duce the network complexity and address many related issues

via consolidating different proprietary network equipment into

the COTS based hardware using standard virtualization tech-

nologies. In this way, various mobile network functions can be

abstracted from the hardware and implemented in the form of

software by using NFV technologies. Due to such decoupling,

NFV offers the mobile network a complete virtual environment
with a certain extent of programmability enabled. Based on

this, more and more third-party innovative applications are de-

veloped to satisfy the ever increasing requirements of users,

which brings many benefits to network management and op-

eration. 

3GPP is a standardized association targeting on developing

specifications and architectures for the mobile core network.

Let us consider the case of Long Term Evolution (LTE) Evolved

Packet Core (EPC) network, and it is composed of the follow-

ing four main functions: Packet data network GateWay (PGW),

Serving GateWay (SGW), Mobility Management Entity (MME)

and Home Subscriber Server (HSS). Among them, the gateways

(SGW and PGW) work in user plane, that is, they transport IP

data traffic between user equipment and external network. In

contrast, the MME works in the control plane, and it handles

signaling related to mobility and security. HSS is a database

that contains user-related and subscriber-related information.

However, taking practical situations into consideration, we can

find that not all operators have the ability to radically trans-

form to virtual EPC from the conventional EPC once for all due

to many reasons, for example, the high cost of replacing the al-

ready owned proprietary devices with COTS hardware. In this

way, some operators may want to fulfill this transformation

process gradually, for instance, virtualizing the HSS in the first

stage and then virtualizing the P/S-GW in the second stage. In

this way, EPCs belonging to different operators would have dif-

ferent virtualization levels [15] . In addition, the Radio Access

Network (RAN) functions connect both the base station and

core network elements, and the virtualization standards of RAN

are not mature enough, which makes the virtualization of RAN

much more difficult [174] . 

Fig. 10 presents an example for LTE, in which the conven-

tional LTE architecture and the virtualized LTE architecture are

compared. In particular, the former is shown in the upside of

Fig. 10 , which is static and ossified due to the existence of a

large amount of proprietary hardware. The latter is shown in

the downside of Fig. 10 , which separates the network function-

alities from hardware and consolidates them in COTS hardware

platform in a centralized manner. The transformation from the

conventional LTE architecture to the virtualized one has many

benefits. Firstly and obviously, the flexibility of service orches-

trating and scheduling is improved. This advantage is explained
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by literatures [13,14] and [15] , among which, Akyildiz et al.

[13] and Yang et al. [14] researched the 5G cellular systems

based on the joint architecture of NFV and SDN, and pre-

sented the qualitative evaluation on flexibility. Hawilo et al.

[15] mainly surveyed the challenges of integrating NFV with the

next generation mobile network and emphasized the agility of

using NFV to facilitate the virtual mobile network. Secondly, the

energy efficiency is enhanced as we can easily close the unused

virtual machines or re-open the required ones due to the fact

that functions are deployed on virtual platforms. Along with

the decoupling between hardware and network function, the

underlying proprietary infrastructure can be replaced by cheap

and general-purpose devices. In this way, the total CAPEX is re-

duced, and this kind of profit was verified by Abdelwahab et al.

[27] . 

• Content delivery network virtualization 

Due to the massive and ever growing video traffic generated by

end users, carrier networks are facing a lot of challenges, and

the content delivery is regarded as one of them. Along with the

growing video traffic, the customer’s requirements on service

quality are also evolving. Traditional infrastructure based net-

works are able to provide content delivery services demanded

by customers. However, the service quality offered by tradi-

tional networks cannot be guaranteed. Therefore, the obvious

contradiction between high demand and low quality leads to

the declination of user experience. As a result, TOs start to in-

tegrate Content Delivery Network (CDN) cache nodes into net-

works, which can be a cost efficient and effective method to

process such massive traffic requests with a good service qual-

ity guaranteed. Gaining the content from CDN-nodes near the

customer instead of the remote source nodes can save plenty of

network resources and cost, which also allows delivering data

streams with high bandwidth and high quality [175] . 

Unfortunately, more and more third-party entities (e.g., CDN

providers) are deploying their specialized and diverse cache de-

vices in the network, leading to the fact that the CDN network

is becoming increasingly ossified and burdened. This situation

has caused many issues such as wasting of resources, increased

complexity and cost of carrier network, and being impossible

to react to unforeseen needs. 

The CDN is composed of two parts which are distributed cache

nodes and the centralized controller. In particular, the cache

nodes restore some necessary content while the controller is

used to determine which cache node should be selected to de-

liver the required content [176] . In this regard, the virtualiza-

tion of CDN includes two aspects which are controller virtu-

alization and cache node virtualization. Among them, the cache

node virtualization is focused by public for the purpose of gain-

ing preferable performance on some aspects such as network

latency and throughput. For example, as shown in Fig. 11 , the

latency of obtaining the required content is reduced for users

U 1 and U 2 by providing the virtualized cache nodes at NFV

sites near the users. Besides, virtual network nodes can share

information to realize flexible resource allocation and network

load balance. 

4.4.2. NFV solutions 

An open source NFV ecosystem is desired by almost every ser-

vice provider. However, various device vendors have different tech-

nological methods to constitute the underlying NFVI as well as

some other components in NFV. In this way, the final NFV solu-

tions offered by different service providers may vary from each

other, due to the fact that service providers may select different

NFVI implementations and devices from different vendors. Cur-

rently, there are a lot of tools that have introduced their specific
FV solutions, and the representative ones are illustrated as fol-

ows: 

• Global Environment for Networking Innovation (GENI) [48] : GENI

is a distributed virtual laboratory sponsored by the US national

science foundation and it aims at addressing the widespread

concerns of the Internet ossification which severely limits the

potential for innovation. GENI is currently enabling a wide va-

riety of experiments in a range of areas (e.g., protocol design

and evaluation) and leading an effort to explore the potential of

new emerged technologies such as SDN and NFV. As the SDN

standard has gained substantial attention, several testbeds are

developed in the GENI project. For example, the TangoGENI in-

terconnects seven university campuses with multiple openflow

based Virtual Local Area Networks (VLANs). Another testbed ex-

ample is a multi-vendor openflow network testbed deployed

within the SCinet research sandbox. With respect to NFV, there

is no explicit work in GENI. However, GENI offers access to

wide spread resources (including virtual machine and bare-

machines) and supports virtualization technology. In this way,

these testbeds can also be used to test NFV applications (i.e.,

VNFs) like virtual WAN optimization. 

• Huawei NFV OpenLab [177] : Huawei has announced the estab-

lishment of the online NFV open lab to public in January 2015.

According to the report of Huawei, they have built up a multi-

vendor verification platform in NFV open lab in terms of vari-

able and classical business scenarios. In order to provide the

available data for network operators to make their decisions

on NFV network programming and design, Huawei intends to

construct the big data analysis platform through the continu-

ous project integration and practice. Based on this, Huawei can

cooperate with other organizations and network operators to

jointly design NFV solutions. Currently, the cooperation groups

include VMware and Red Hat, etc. 

• EmPOWER [178] : EmPOWER is an open source experimental

testbed which introduces the concept of NFV in the wireless

network environment, thus to achieve a fully virtualized net-

work environment for experiment. Besides, by realizing the

virtual facilities, EmPOWER allows evaluating and testing the

novel ideas or algorithms in large scale SDN and NFV scenarios.

The EmPOWER testbed is composed of 30 nodes and used by

students and research staffs in the University of Trento. In Em-

POWER, the network is divided into many isolated slices. Each

experiment can take full control of one or several slices such

that different experiments will not affect each other. Consid-

ering the coexistence of multiple experiments, the traffic may

come from different users who are joining a certain experiment

or just mirroring the production traffic. Furthermore, within

EmPOWER, users can also monitor the network conditions (e.g.,

energy consumption) in real time at either device level or slice

level by using Energino toolkit [179] and Thor toolkit [180] re-

spectively. 

• OpenSDNCore [181] : OpenSDNCore is a software environment

for verifying NFV and SDN concepts and implementing net-

working functionalities on top of data centers or COTS based

infrastructure. From the perspective of architecture, it includes

three parts which are all software implemented. The first part

is an open SDN orchestrator that provides ETSI MANO aligned

management and orchestration functionality, namely, managing

the installation and life cycle of VNF instances, and orchestrat-

ing the VNF constituted network services. The last two parts are

OpenSDNCore switch and controller that based on openflow 1.4,

and the OpenSDNCore controller supports a JSON based north-

bound interface rather than using REST API. 

• OpenStack [49] : OpenStack is originally an open source project

for cloud computing and aims at providing a simple but scal-
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Fig. 11. The use case of content delivery network virtualization. 
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able and unified cloud computing management platform. The

primary features of NFV are first introduced in the 10th version

of OpenStack (i.e., Juno) and fully supported in the stable ver-

sion Mitaka (2017). NFV is proposed to replace the legacy and

proprietary hardware with high volume commercial equipment

for the purpose of building a flexible service construction and

provision ecosystem. Meanwhile, OpenStack intends to design

an IaaS based service model which allows automated and fast

VNF deployment and provision over generic hardware. Besides,

in order to support large scale VNF deployment, OpenStack

even provides the basis to develop essential plugins and API ex-

tensions for device vendors and service providers. Though most

service providers around the world are looking for an open and

multi-vendor NFV platform based on OpenStack, many aspects

should be extended before OpenStack can fully realize the ben-

efits of NFV. For example, OpenStack is currently unable to fed-

erate multiple network domains. 

• HP OpenNFV [182] : HP OpenNFV provides an open, NFV-ready

reference architecture which simplifies the transition from con-

ventional networking to NFV-based networking. This HP Open-

NFV reference architecture is carrier-grade and consists of two

critical parts, that is, network infrastructure and NFV orches-

trator. In particular, the former is implemented as the HP NFV

System while the latter is implemented as the HP NFV Direc-

tor. Although this HP OpenNFV is based on ETSI NFV architec-

ture, it is open source to HP products and the third-party so-

lutions. Moreover, HP has a deep alignment with SDN to bet-

ter promote the development and standardization of NFV. The

NFV architecture of HP declares two advantages. At first, it is

layered so that multiple functionalities can be appended grad-

ually by customers. Secondly, the customers have the ability to

choose tools and equipment vendors they prefer, which reflects

the openness and flexibility of HP OpenNFV. 

• CloudNFV [20] : CloudNFV is a consolidated project proposed

by multiple companies (e.g., 6wind, Dell and CIMI). CloudNFV

leverages technologies of SDN and cloud computing to imple-

ment an open NFV platform in the multi-vendor network en-

vironment. Besides, it provides backward compatibility with

legacy services. The architectural solution given by CloudNFV

contains three parts: Virtualization, NFV orchestration and NFV

management. The virtualization part abstracts network services,

p  
functions and resources. The orchestration part fulfills the VNF

deployment and service orchestration according to the required

VNF order and network resource status. Services are delivered

when traffic passes through these VNF, and NFV management

controls all the VNF-related actions including initiating, moni-

toring, and destroying VNF instances, etc. CloudNFV considers

management and orchestration systems as applications, which

is different from ETSI NFV MANO. 

• OPNFV [52] : OPNFV is a carrier-grade, integrated and open

source platform to accelerate the introduction of new NFV

products and services. OPNFV is uniquely positioned to bring

together the work of different SDOs, open source communities

and commercial suppliers for the purpose of delivering a de

facto standard open source NFV platform. By integrating these

works from different organizations, OPNFV builds the NFVI and

VIM. Such two components, along with the API and other aux-

iliary NFV elements, form the basic framework of NFV. Impor-

tantly, since the NFV solution offered by OPNFV is composed of

the work from different organizations, its portability and suit-

ability in terms of various NFV use cases can be guaranteed. 

.4.3. Coexistence with legacy systems 

The coexistence between NFV and other legacy systems (e.g.,

usiness Support System (BSS) and Operational Support System

OSS)) is inevitable [183] . The operations applicable for legacy sys-

ems might not work for NFV, and vice versa. For example, the

tatic network configuration tasks managed by BSS/OSS should

e separated from the dynamic real-time management of net-

ork states managed by the SDN controller. Besides, the service in

egacy system is only composed of PNFs, while the service in the

FV and legacy system co-existence environment is usually provi-

ioned by the hybrid of PNFs and VNFs. However, considering the

haracteristics of PNFs, the VNFs are generally deployed to accom-

odate the existing PNFs for service provision. This actually limits

he flexibility of service provision and may even cause performance

egradation when specific VNFs are not placed in the optimal po-

itions [184] . In particular, once a problem occurs for the service

rovision, it is usually due to the mistakes made in the initial con-

guration or changes made to the environment. 

With the exhaustion of IPv4 addresses, IPv6 is playing an im-

ortant role. To enable IPv6 as a fundamental feature inside the
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NFV architecture, all the NFV components (e.g., MANO, VIM and

NFVI) should take specific considerations to perform IPv6 sup-

ported functions and maintain the backward compatibility with

IPv4 at the same time. Besides, given the large address space of-

fered by IPv6, some mechanisms (e.g., the floating IP) used to

economize the IP addresses in IPv4 may not be required as nec-

essary, and this could relieve the burden when applying NFV into

IP networks [2] . The IP multicast is another important issue, which

can actually be regarded as a distributed routing problem and it

mainly focuses on constructing the multicast topology. However,

for the multicast in the context of NFV, it requires not only con-

structing the multicast topology, but also deploying the required

functions (or VNFs) in the network, so as to steer traffic through

these functions before reaching destinations [185] . Both the multi-

cast topology construction and VNF deployment problems are NP-

hard. Therefore, the NFV enabled multicast problem is much more

complex than the traditional IP multicast problem. Reviewing the

related work of NFV multicast, it is discovered that most of them

deviated from the original intention of NFV multicast. Specifically,

they directly regarded the NFV multicast problem as a Virtual Net-

work Embedding (VNE) problem, and addressed the correspond-

ing VNE problem. However, the VNE problem is to embed the vir-

tual network requests onto infrastructure, while the NFV multicast

problem needs to not only embed VNFs onto infrastructure, but

also steer traffic through these VNFs in order. Despite the similari-

ties between such two problems, they are actually different. 

There are many other issues that must be addressed before

embracing the benefits of NFV, for example, the compatibility be-

tween NFV and legacy systems, the requirement for an automated

resource and VNF life cycle management system, and the lack

of suitable integration methods with cloud models, etc. Anyhow,

there are two ways to address these gaps: either by modifying the

legacy systems or by adopting NFV augmentation tactics. Specif-

ically, the former indicates that many aspects (e.g., data model,

processing engine and compliant interface) of the legacy systems

should be modified [25] . However, such modification requires a

relatively long period and high cost. The latter indicates that many

service management modules should be integrated in NFV in order

to provide an overall service orchestration for legacy systems by

abstracting both physical and virtual network elements [186] . Com-

paratively, the latter does not need to change the legacy systems or

a long time for implementation. However, the service management

modules must be designed to fully augment the legacy system ca-

pabilities, otherwise, the effect may not be obtained as expected. 

From Sections 4.1 to 4.4 , the concept of NFV is comprehensively

introduced in a bottom-up way. With respect to each layer, we

also review the corresponding tools for NFV. Although they are ex-

plained in a specific hierarchical structure, it will be much easy to

understand NFV with a global knowledge view. Thus, we organize

the key points of NFV and summarize them in a diagram, which

aims at presenting a tutorial and vivid view of NFV as shown in

Fig. 12 . 

5. VNF related algorithms 

Due to the decoupling of network functions from the dedi-

cated hardware, the efforts are shifting from hardware to software.

Among these effort s, the algorithms play an important role. Con-

sidering the importance of VNFs, we comprehensively investigate

and illustrate the VNF related algorithms in this section. 

5.1. VNF placement 

In NFV networks, network functions are decoupled from the un-

derlying hardware and implemented as VNFs. Due to the software-

feature of VNFs, they can be flexibly deployed. Therefore, a critical
roblem appears, that is, how to determine the positions for plac-

ng VNFs such that the service requirement and quality can be sat-

sfied. Such problem is referred to as the VNF Placement (VNF-P)

roblem which is proved to be NP-hard [187] . In this regard, it is

sually hard to find the optimal solution for VNF-P especially in

arge scale network scenarios. 

In order to achieve the optimal solution for VNF-P, the math-

matical programming methods such as Integer Linear Program-

ing (ILP) and Mixed ILP (MILP) are generally used. For example,

ari et al. [187] introduced the VNF orchestration problem which

as equal to VNF-P, and formulated it as an ILP model in terms

f minimizing the OPEX and maximizing the network utilization.

iggio et al. [188] formulated the VNF-P in radio access network

cenario as an ILP model which was solved to achieve the optimal

NF placement solution under the radio resource constraints. Be-

ides, other different objectives were also considered when solving

NF-P, for example, Luizelli et al. [189] formulated the ILP model

argeting on minimizing end-to-end delay and resource overprovi-

ion ratio, while the objective of Gupta et al. [190] was minimizing

he bandwidth consumption. Although they had different objec-

ives and worked in different scenarios, the constraints of VNF-P

ere generally the same, which included those on resource allo-

ation, VNF mapping and Traffic Engineering (TE) (e.g., quality of

ervices). 

However, ILP is only suitable for the situation that all variables

re integers. Thus, for some specific situations, the MILP is used

nstead. For example, Addis et al. [191] proposed a VNF-P model,

n which both the NFV goal (minimizing the number of CPUs used

y instantiating VNFs) and the TE goal (minimizing the risk of sud-

en bottleneck on network links) are considered. However, in or-

er to jointly achieve the two goals, some non-integer variables

ave to be introduced. Thus, the VNF-P model proposed by Addis

t al. [191] was actually a MILP model which described the rela-

ionship between VNF placement and traditional routing. By solv-

ng this model, Addis et al. [191] claimed to achieve a 70% cost

aving on NFVI and a 5% increment on link utilization compared

ith those only considering the TE goal. 

The ILP and MILP models are usually solved by the open source

ptimization software (e.g., CPLEX [192] , LINGO [193] and GLPK

194] ) to achieve the optimal solution. Other classical algorithms

olving the two mathematical models include branch-and-bound,

ranch-and-cut, etc. Nevertheless, these mathematical proposals

uffer from an obvious scalability weakness, that is, they are not

pplicable in large scale networks, because their execution time

rows exponentially with the network size. For example, Bari et al.

187] spent 1595.12 s using CPLEX to solve the ILP model in terms

f a network scenario with only 23 nodes and 43 links. Fortu-

ately, most of the literatures mentioned above were aware of this

roblem and they proposed the corresponding heuristic algorithms

ight after solving their models with the optimization software or

xact algorithms. For example, with regard to the same scenario

i.e., 23 nodes and 43 links), Bari, et al. [187] proposed a multi-

tage graph based heuristic which solved VNF-P using 0.442 s. An-

ther selling point of Bari et al. [187] was that it targeted on min-

mizing the physical resource fragments by frequently measuring

he percentage of idle resources on the active servers or links. Due

o such consideration, Bari et al. [187] claimed a 4 times of OPEX

eduction compared to the middle-box based solution, and up to a

.3 times of OPEX reduction compared to the optimal solution. It

s known that the NFV based network will coexist with the legacy

etworks for a long time. However, Bari et al. [187] was proposed

n terms of the former. Thus, it was hard to evaluate whether this

ork was suitable for practical situations. 

Due to the fact that the execution time of heuristic is much

ower than the optimal solution and most of current heuristics can

rovide the results approaching those achieved by optimal solu-
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Fig. 12. A tutorial diagram for NFV. 
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tion, more and more heuristics are proposed to solve the VNF-P

in terms of different network scenarios and metrics. For exam-

ple, for VNF-P in wireless networks, Riggio et al. [188] proposed

a three-step heuristic algorithm, that is, computing candidate sub-

strate nodes for virtual nodes, sorting virtual nodes and mapping

them onto substrate nodes. Following the three steps, Riggio et al.

[188] claimed an approximate performance to the optimal one.

However, this work actually converted the VNF-P to a VNE prob-

lem for solving. Despite the similarities between VNF-P and VNE,

they are in fact different problems. 

Addis et al. [191] introduced the concept of legacy TE into NFV

for the purpose of achieving both the TE goal and NFV goal. In par-

ticular, the TE goal was to minimize the maximum network link

utilization, while the NFV goal was to minimize the number of

CPUs used by VNF instantiation. However, the two objectives were

in competition, because minimizing the maximum link utilization

required to deploy extra VNFs for the load balancing purpose. In

order to address such contradiction, the two objectives were priori-

tized first. Then, the best solution of the first priority objective was

calculated, which was regarded as the input of the second priority

objective. The second objective might not be fulfilled as desired,

because the corresponding solution was to iteratively increase the

value of the first objective until the desired metric (e.g., cost) of

the second objective was satisfied. Similarly, Luizelli et al. [189] it-

eratively searched the solutions for the VNF placement problem.

In particular, Luizelli, et al. [189] proposed to solve the VNF-P in

a way that the objective of the previous iteration was transformed

into a constraint of the next iteration. In this way, Luizelli, et al.

[189] claimed to achieve a more fine-grained and effective solu-

tion. In particular, the binary search scheme was used in order to

quickly find the lowest possible number of VNFs that met users’

requirements. Nevertheless, this proposed heuristic algorithm was

still an exact approach, which meant a comparatively high time

complexity. However, the above work did not take the existence of

PNF and VNF into consideration, and were hard to be used in the

practical situation. In this regard, Moens, and Turck [195] proposed

to solve the VNF-P problem under the hybrid environment, that is,

the network services were constituted by both PNFs and VNFs. 

Khebbache et al. [196] proposed to solve the VNF-P based on

the concept of a multi-stage graph. In particular, it first constructed

a multi-stage graph representing servers available to host the re-

quired VNFs. Then, the service chains corresponding to the VNF

forwarding graphs were fulfilled using a maximum flow between

the vertices of different stages of the multi-stage graph represen-

tation. Nevertheless, the major problem of this work was that it

limited the number of VNFs in a service chain to 3, which did not

satisfy the practical situation. Pham et al. [197] proposed an algo-

rithm based on Markov approximation technique to solve the VNF

placement problem. Specifically, it started with an arbitrary chosen

feasible VNF placement solution, and might move to another feasi-

ble one according to the network states. This approach converged

when the Markov chain reached to the stead-state distribution.

However, it required a long convergence time to find the near-

optimal solution, which was due to the large state space of this

optimization problem that depended on the combination between

chosen subsets of physical nodes and VNF placement schemes. 

5.2. VNF scheduling 

The VNF Scheduling (VNF-S) problem is different from the VNF-

P problem and VNF-S generally has two research points. In particu-

lar, the first research point is to schedule different VNF instances to

serve and provide network services. Under this situation, the VNF-

S problem is usually processed together with the VNF-P problem

since they have the same goal, i.e., service provision. For example,

Riggio et al. [188] first formalized the VNF-P problem for radio ac-
ess network. Then, based on the formulation, it proposed a slice

cheduling mechanism for VNFs, which guaranteed resource and

erformance isolation between different slices. The performance

solation was achieved if the resource slices were accepted under

he constraints imposed by the proposed VNF-P problem formu-

ation. Comparatively, Lucrezia et al. [198] introduced a network-

ware scheduler, that is, the scheduler had the ability to optimize

he VNF placement from a networking perspective, which was es-

ential for deploying VNF service graphs efficiently. Such scheduler

as implemented under the environment of OpenStack and it also

xtended OpenStack with traffic steering primitives. It was used to

nstruct the traffic to follow arbitrary paths among VNFs and to al-

ow packets to traverse VNFs without the need of explicit routing

ules. 

Another example that VNF-S and VNF-P are jointly solved can

e found in Ref. [199] which proposed three heuristic algorithms

nd one metaheuristic algorithm. Specifically, the three heuristics

ere all based on greedy strategy but with different criteria, and

he metaheuristic was based on tabu search (a search method

ased on local search). With respect to the VNF mapping, the first

ne intended to map VNFs on the nodes with best processing time,

he second one mapped VNFs on the nodes with the queue of

he earliest completion time, and the third one mapped VNFs on

he nodes with the highest available buffer capacity. After that,

he VNFs were scheduled using the shortest path in order to pro-

ide the required services. However, the three greedy algorithms

apped and scheduled the VNFs sequentially, which was ineffi-

ient. Meanwhile, the tabu search based algorithm leveraged lo-

al search mechanisms for mathematical optimization and its ob-

ective was to minimize the flow scheduling time. Besides, based

n the characteristics of tabu search, the proposed metaheuristics

as fulfilled in five components, that is, the initial solution for VNF

apping and scheduling, the neighborhood solution (similar to the

nitial solution), tabu list (a set of candidate nodes for VNF map-

ing), aspiration criterion (the criterion that allows moving to an-

ther solution) and stopping condition. 

As explained, the above work targeted on scheduling VNFs

or service provision. However, following Brucker’s guidelines, a

cheduling problem should find the time slots in which different

ctivities can be processed under given constraints [200] (e.g., re-

ource constraints). Therefore, the second research point of VNF-S

roblem is to find the corresponding time slots for flows on the

et of VNFs to traverse. In order to solve such problem, Riera et al.

201] introduced a two-stage method, which at first mapped the

NFs onto corresponding servers, and then the VNF-S problem was

ormulated as a resource constrained scheduling problem, in which

he objective was to determine a feasible schedule with minimum

akespan. In addition, such two stages were implemented within

he SDN paradigm. Similarly, Shifrin et al. [202] solved the VNF-

 problem under the SDN environment. It presented two models

or this problem, that is, the queueing system model in which the

umber of queues was flexible and a variety of constraints were

onsidered (e.g., delay and cost), and the Markov decision process

odel in which the optimal policies were made for VNF schedul-

ng. In spite of the two optimization models, Shifrin et al. [202] did

ot give an efficient method for solving VNF-S problem, which in-

icated inapplicability for large scale network scenarios. 

Qu et al. [203] and [204] , published by the same authors, were

roposed to formulate the VNF-S problem as a series of schedul-

ng decisions which activated various VNFs to process the traffic

f different services. Based on the defined integer and non-integer

ariables, the formulation was managed in a more fine-grained

anner, in which minimizing the latency of VNF scheduling was

ocused. The lower the latency, the more customers are served,

hich naturally leads to more profits. Qu et al. [203] mainly fo-

used on how to assign the execution time slots to different ser-
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ices traversing the same VNF via using a greedy method, while

u et al. [204] considered not only this aspect, but also the re-

ource allocation. In particular, Qu et al. [204] decomposed the

roposed VNF-S model into four sub-problems, that is, i ) the vir-

ual link bandwidth allocation sub-problem (assigning each virtual

ink a feasible data rate); ii ) the VNF assignment sub-problem (al-

ocating VNFs of each network service to VMs); iii ) computing the

ransmit rates at the VNFs of each network service; iv ) generat-

ng a feasible schedule for each VNF via a greedy method. Based

n such decomposition and the Genetic Algorithm (GA), Qu et al.

204] developed a simplified heuristic method for solving the VNF-

 problem with transmission delay considered. Therefore, by dy-

amically adjusting the allocated resources, Qu et al. [204] reduced

he scheduling time by 15–20%, while Qu et al. [203] saved roughly

4.3% scheduling time. 

.3. VNF migration 

The VNF Migration (VNF-M) problem generally refers to the

rocess of migrating VNFs from one place to another due to spe-

ific requirements such as load balance and hardware maintenance

205] . During the process of migration, the VNF related state (e.g.,

PU interrupt and memory) must be migrated to the destination as

ell. However, the new VNF may ignore some malicious activities

ue to the lack of necessary information [206] . In addition, VNFs

re actually software that can be implemented in either VM (the

solated duplicate of a real computer machine provided by KVM,

Mware, etc.) or container (a stand-alone and executable environ-

ent for software, e.g., Docker). Typically, VM is used to host VNFs

n the research work [207] . 

The VNF-M problem is evolved from the traditional VM migra-

ion problem which includes two kinds of migration situations. The

rst one is cold migration [208] , that is, the power of VMs must

e shut down before migration and it is usually applied to the disk

ata migration. The second one is live migration [208] which refers

o the process of migrating a running VM between different physi-

al machines without disconnecting the client or application, until

he corresponding information of the VM are transferred from the

riginal guest machine to the destination. Considering their fea-

ures and users’ requirements, the live migration may occur with a

ig probability in real world environment. Typically, there are three

echniques for live migration, which are pre-copy, post-copy and

he hybrid of them [51] . In particular, for post-copy migration, it

rst sends the processor state to the destination, and then trans-

ers the VM’s memory contents. However, the pre-copy migration

oes the opposite, that is, the pre-copy migration first repetitively

opies the memory state to the destination and then transfers the

rocessor state [207] . Although these strategies can also be applied

o solve the VNF-M problem, specific VNF features must be taken

nto consideration. For example, traditional VM migration includes

old migration and live migration [208] , however, the VNF-M is

sually processed as a live migration problem due to the real-time

eature of many VNFs. 

The VNF-M problem exists in many network scenarios. For ex-

mple, with respect to the NFV networks, Eramo et al. [209] and

210] were proposed to deal with the VNF migration problem, dur-

ng which the energy consumption was saved. In particular, the

ormer proposed a heuristic method based on the Viterbi algorithm

211] (a kind of dynamic programming algorithm) to determine the

igration policy, that is, when and where to migrate the VNF in-

tance in response to the changes of service requests. However, the

igration technique used by the former was actually belonging to

he cold migration in which the virtual machines were redundant

nd suspended before migration. With respect to the latter (i.e.,

ef. [210] ), it also leveraged the Viterbi algorithm to determine the

igration policy. Nevertheless, unlike the former that only focused
n minimizing the total energy consumption in terms of VNF con-

olidation and migration, the latter focused on VNF placement, ser-

ice routing and VNF instance migration in response to the chang-

ng workload. Thus, the technique it adopted was live migration. 

With respect to legacy environments, e.g., the Fixed Mobile

onvergence (FMC) network, Andrus et al. [212] implemented two

echanisms for solving the VNF-M problem. The first one was to

uild a dedicated connection for VNF migration. Along the ded-

cated connection, the VNF was migrated without breaking off

he service. Thus it yielded a zero service downtime and was re-

arded as the benchmark in [212] . With respect to the second

ne, it targeted on optimizing the network utilization by migrat-

ng the VNFs such as content caching and performance monitor-

ng to servers closer to the client devices. The migration process

as implemented by the SDN controller which offered a central-

zed view to help build the path between migration source and

estination, such that the VNF migration can be fulfilled. Neverthe-

ess, we should be aware that achieving the zero service downtime

or the first mechanism was actually costly, which might not be

ccepted by enterprises or individuals. 

The live migration of VNF is a common topic in cloud based

etworks. Under this situation, Cerroni, and Callegati [213] pre-

ented a migration model for multiple VNFs, which was used

o derive some performance indicators such as the service down

ime and the total migration time. Besides, Cerroni, and Callegati

213] also proposed two schemes for migrating multiple VNFs. The

rst one was the sequential migration which migrated one VNF

t a time, and the second one was the parallel migration which

igrated multiple VNFs simultaneously. Apparently, the sequential

igration was easy to be implemented but inefficient when it re-

uired migrating a large number of VNFs. Meanwhile, the parallel

igration was complex but it migrated multiple VNFs efficiently.

hus, the problem of Cerroni, and Callegati [213] was in fact to

ake the trade-off between the two schemes. Nevertheless, the

re-copy migration strategies were adopted by the two schemes,

hat is, the whole memory of the source VNF was copied to the

estination while it was still running at the source node. In addi-

ion, with respect to the environment of virtual content distribu-

ion network, Hatem, et al. [214] specifically focused on the mi-

ration of the virtual content delivery functions. In particular, the

ow balance and conservation were considered when determining

he optimal destinations for placing virtual content delivery func-

ions. Although it claimed to address the problem of migrating the

irtual content delivery functions with an intelligent algorithm, it

ctually formulated this problem as an ILP model and solved it us-

ng the CPLEX tool. 

The live migration of VNF related state is very important for

olving the VNF-M problem. However, such process introduces per-

ormance degradation, for example, the increased jitter and packet

oss. To minimize the impact, many effort s have been proposed to

educe the migration time, thus to reduce the performance degra-

ation as much as possible. One typical example was shown in

ef. [215] which formulated the VNF-M problem as a MILP model

nd proposed a method based on linear approximation and fully

olynomial time approximation to solve it. For each migration, it

rst computed the optimal migration sequence and the required

etwork bandwidth. Based on the sequence information, the VNF

tates were migrated and the calculated bandwidth was used to

uarantee the quality of migration. Compared with the traditional

M migration algorithms [216,217] , the proposed method claimed

o save the migration time and service downtime by up to 40%

nd 20% respectively. In addition, to enable an efficient and seam-

ess VNF state migration, Nobach et al. [206] intended to provide

NFs with interfaces which were used to announce the chang-

ng states for incoming packets, such that the VNF state synchro-

ization could be obtained efficiently with a low cost. Although it
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claimed to achieve high physical link utilization (around 3 times

than some existing approaches) for the seamless VNF state migra-

tion, these interfaces would inevitably introduce issues such as se-

curity and management. 

Currently, there appear many automatic VNF migration frame-

works (such as Split/Merge [218] and OpenNF [219] ), they are typi-

cally designed in terms of the SDN environment and used to fulfill

the migration of traffic flows and their states. However, such op-

eration required hundreds of milliseconds to complete, and it usu-

ally generated a lot of overhead in the control plane and degraded

the application performance. For example, it took OpenNF more

than 100 ms to move per-flow states for 10 0 0 flows, which signif-

icantly increased the flow completion time of mice flows. In addi-

tion, moving all flows required the controller to update many flow

entries in the routing tables, causing significant overhead at both

controller and switches with limited flow table size. Instead of mi-

grating all the states, Liu et al. [220] proposed a novel algorithm

which only migrated the states related to elephant flows, because

the short-lived mice flows generally expired before the migration

ends. Hence, there was no need to migrate them. Compared with

OpenNF, it reduced the migration time and latency by 87% and 94%

respectively. Furthermore, Wang et al. [221] decoupled the pro-

cesses of state transfer and data packet migration, such that they

could be executed and optimized in parallel. For instance, the in-

coming packets of migrating flows could be redirected when the

migration started without waiting for the finish of state transfer.

Although such design resulted in 3 times shorter migration time

than the existing approach [222] , it inevitably imposed the over-

head for controlling the separated data packet migration, and in-

curred the state synchronization problem. 

5.4. VNF chaining 

The VNF Chaining (VNF-C) problem is also called service func-

tion chaining problem which mainly focuses on the mechanisms

for chaining VNFs and steering the corresponding traffic through

these VNFs in order before reaching destinations [223] . Targeting

on this problem, IETF has specially established a working group

to document new approaches for VNF constituted service delivery

and operation as well as the SFC architecture and algorithms for

traffic steering [68] , which proves the importance of SFC. In order

to keep a unified style, the term VNF-C is used instead of service

function chaining in this section. 

In order to address the VNF-C problem, Sahhaf et al. [184] and

Lee et al. [224] formulated it as an ILP model with different ob-

jectives. The former intended to minimize the total cost by making

a reasonable selection of the VNF decomposition, while the latter

intended to minimize the end-to-end latency with random flow

distribution. With respect to the former, it formulated the VNF-C

problem as an ILP model which was solved by COIN-OR [225] . Be-

sides, it also proposed a heuristic algorithm to solve the VNF-C is-

sue, which could be divided into two parts, that is, decomposition

selection and mapping. The decomposition selection part was to

prioritize the decomposition of VNFs while the second part was to

properly map VNFs on substrate nodes based on the backtracking

strategy. With respect to the latter, it first introduced two bench-

marks which were uniform distribution scheme (flows were evenly

distributed to all VNF instances and no resource constraints were

considered) and network-aware distribution scheme (flows were

distributed based on the latency between any two VNF instances)

respectively. Then, by changing the flow distribution, it claimed to

reduce the total latency by 27.14–40.56% and 12.77–28.84% respec-

tively when compared to the two benchmarks. Nevertheless, no ex-

plicit explanations were given. 

Apart from solving the VNF-C problem in a static manner, many

other works intend to study this problem in a dynamic way, which
s more suitable for practical situations. In this respect, Liu et al.

226] considered the re-adjustment problem of VNF-C in a dy-

amic environment. Specifically, it had to fulfill the new service re-

uests on one hand. On the other hand, it also had to re-adjust ex-

sting service chains in order to satisfy the changing requirements

f users. In order to solve the mentioned two situations, Liu et al.

226] first built the corresponding ILP model which could be used

o obtain the optimal solution. However, due to the extremely high

xecution time spent on solving the ILP model, Liu et al. [226] also

roposed a heuristic method based on the idea of Column Genera-

ion (CG), which only needed to generate the variables that might

mprove the objective formulated in the ILP model. Besides, the

ain idea behind the CG based algorithm was to decompose the

riginal problem into a master problem and a sub-problem, and

hen solve them iteratively in order to obtain the near-optimal so-

ution. 

Due to resilience and economic reasons, many service providers

ould like to consider the VNF-C problem and the VNF placement.

n order to achieve such joint objective, Bouten et al. [227] pro-

osed a model for VNF-C, in which not only the resource capac-

ty constraints, but also VNF location constraints, were considered.

imilarly, the corresponding proposed heuristic algorithm was also

mplemented under such constraints. Nevertheless, it was discov-

red that this proposed heuristic regarded the VNF-C problem as

he VNE problem, and thus the problem actually solved was VNE

nstead of VNF-C. Although the VNF-C problem looks similar to

he VNE problem that has already been studied intensively (e.g.,

228] and [229] ), they are fundamentally different. For exam ple, for

NE, the topology of virtual network requests does not change dur-

ng the embedding process. However, for VNF-C, the topology of

ervice requests may change according to the deployment of VNFs.

Most of the work mentioned above studied the VNF-C prob-

em in the context of SDN, that is, the VNF-C problem was usu-

lly solved in a centralized manner. However, distributed solutions

or VNF-C were also required and DOro et al. [232] implemented

 distributed service chaining. Specifically, the proposed solution

f D’ro et al. [232] was based on the non-cooperative game the-

ry which indicated the game with competition between indi-

idual players and only self-enforcing alliances were possible in

he game. In addition, to account for selfish and competitive be-

avior of customers, the service chain composition was formu-

ated as an atomic weighted congestion game which processed a

eighted potential function and admitted a Nash equilibrium (a

tate that no player could benefit by changing only his own strat-

gy). Nevertheless, it is worth mentioning that the requirements

or services may change over time. Specifically, VNFs may be added

nto or deleted from service chains according to dynamic require-

ents. In this way, the procedures for service recomposition, func-

ion re-mapping and rescheduling are essentially required, which

ack enough research by far. One example could be found in Ref.

233] which proposed to solve the scalability problem of VNF-C,

hat is, the VNFs required by any service may change (e.g., adding

 new VNF or removing existing VNFs). It proposed two heuris-

ics to address such case. The first one added or removed VNFs

ased on the reserved service function path, while the second one

ntended to optimize the reserved service function path according

o current network state. Despite the two proposed heuristics, the

oint usage of them could generate better results than using each

f them exclusively. 

Some literatures prefer to transform the VNF-C problem into

ther types of problems for solving. For instance, Li et al. [234] ab-

tracted the VNF chaining and service path selection problem as

he grey theory problem. Based on the concept of grey system the-

ry, the grey relational grade was adopted to measure the rela-

ionship among the candidate composition of services, the ideal

ervice composition and the negative ideal service composition.
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hen, a membership function was used to calculate the member-

hip of candidate composition in terms of the ideal service com-

osition. Among them, the best solution was selected finally. Al-

hough Li et al. [234] claimed to achieve 200 ms average delay

nd 8% lower packet loss than using the random method, it cal-

ulated all the possible paths each time when a request arrived in

rder to choose the best one, which resulted in massive calculation

urden. Meanwhile, Wang et al. [9] transformed the VNF-C prob-

em into a Markov chain model. Then, based on existing Markov

pproximation method [235] , it proposed another distributed al-

orithm in order to obtain optimum-approaching solutions. Nam

t al. [236] converted the VNF-C problem to a VNF cluster and al-

ocated problem. In particular, it first clustered the VNFs according

o their popularity, and then allocated them to service requests ac-

ording to their requirements. 

The VNF-C problem has also been studied in many other sce-

arios such as cloud [237,238] , datacenter [239] , carrier grade net-

ork [8] , etc. Other than focusing on the algorithmic aspect, these

orks prefer the design of service chaining architecture, for exam-

le, the framework for service chain provision and the coordina-

ion among VNFs from different vendors. In addition, according to

he strategies adopted by the above mentioned algorithms, the VNF

ased services are usually implemented in two ways. In particular,

he first one relies on using the centralized orchestrator to judge

here to forward the incoming packet. Obviously, this mechanism

s computing-consuming and time-consuming, because the orches-

rator needs to make the judgement each time a packet arrives.

omparatively, the second one is much more efficient by leverag-

ng the NSH encapsulation [110] . In particular, considering one ser-

ice with the service path given, such path information is encap-

ulated in the header of its packets. Then, the packets belonging

o this service are forwarded according to the header information

uring the whole transmission process. 

Despite the fact that the above mentioned algorithms provided

 lot of high-level ideas for VNF chaining and traffic steering,

ost of them were actually determining the routing logic of traffic

mong different VNFs, which could not be directly applied to prac-

ical situations. In fact, there are two primary kinds of practical

echnologies used for the VNF chaining and traffic steering of SFC,

hich are header based ones and tag based ones. Such two tech-

ologies try to insert headers or tags that carry the information of

ervice path and functions into packets. In this way, the packets

an be forwarded and processed accordingly. However, we should

e aware that the content of the headers and tags are actually de-

ermined based on the routing logic achieved by the above men-

ioned high-level algorithms. Nevertheless, the header based tech-

ologies generally define the header format, while the tag based

echnologies encode tags into the available fields of packet headers.

hus, the two kinds of traffic steering technologies are different in

heir control granularity. 

On one hand, with respect to the header based traffic steering

echnologies, many of them are proposed, for example, NSH [110] ,

ervice Chain Header (SCH) [240] , SFC Mapping Header (SMH)

241] , and Segment Routing Header (SRH) [242] . For NSH [110] , it

s one SFC protocol that is composed of the following three fields:

ervice function path identification, indication of location within

 service function path and an optional metadata. The first one is

sed for packet forwarding and the second one is used for function

elivery, while the last one is reserved for purposes like policy en-

orcement. NSH imposes a network service header on the original

ackets or frames to realize the service function path. Thus, it can

ffer the ability to monitor and troubleshoot one SFC. In addition,

ome other tools (e.g., a traffic analyzer) can also verify the details

f one SFC in terms of forwarding path and function chaining by

sing the three fields of NSH. For SCH [240] , it is actually similar

o NSH. The difference is that SCH only includes two fields which
re a fixed length mandatory one and an optional one. The manda-

ory field carries the SFC path information which is used to steer

he packets through an ordered set of VNFs. This function is ful-

lled by the first two fields of NSH. The optional field of SCH is

imilar to that of NSH. For SMH [241] , rather than realizing the

ervice function path in the packet header, it focuses on identify-

ng the packets returned from legacy service functions, which do

ot explicitly carry the SFC header. In this way, the legacy service

unctions can join in the service function chains without support-

ng the SFC headers. Likewise, SRH [242] is actually a routing pro-

ocol which can be used to realize the process of service chaining.

nstead of inserting service function path into the packet header

irectly, SRH defines a new concept called segment which repre-

ents the control instruction used for packet steering. By prepend-

ng the segment routing header to the packet, SRH allows enforc-

ng a flow through any path, while maintaining per-flow state only

t the ingress node to this segment routing domain. In addition,

RH can also be applied to IPv6 with the addition of a new type

f routing extension header. 

On the other hand, there are also many tag based traffic steer-

ng technologies. As explained, the tag based methods usually rely

n encoding the specific tags into the available fields which are

sually defined by most protocols for optional matedata. Mean-

hile, these tags are usually used to indicate the service function

ath of SFC. Jointly taking the two aspects into consideration, the

ags can be determined by identifications or labels (e.g., MAC ad-

ress or VLAN IDs). With respect to the MAC address, it is used

n [243] which encapsulates the service chain identifier based on

ource MAC to achieve scalability. Specifically, for any incoming

acket, the middle-boxes or switches will first parse the corre-

ponding SFC identifier, and then add the SFC identifier with new

AC address before forwarding it out. Therefore, compared with

he header based methods (e.g., NSH [110] ) that only generate the

FC identifiers, the tag method proposed in [243] is both gener-

tor and consumer of the SFC identifier. Another similar work is

lowTag [244] which proposes an extended SDN architecture. This

xtended architecture enables middle-boxes with the ability to add

ags to outgoing packets, which can be used to provide necessary

ontext such as source hosts and internal cache states. The differ-

nce is that FlowTag bases on VLAN IDs to encode the tags. Never-

heless, we discover that the methods base on MAC and VLAN ID to

escribe the SFCs in the same layer. Thus, for the SFCs across mul-

iple layers (e.g., network layer and data link layer), these methods

ay not be able to work in good condition. In this regard, the label

echnology, e.g., Multi-Protocol Label Switching (MPLS) [245] , can

e used. MPLS defines fixed length labels for different network do-

ains. Once one SFC packet enters a domain, it will be encoded

ith a label which is used for the following switching and for-

arding. In particular, these labels are used to build the Labeled

witched Path (LSP) which provides the same functionality as the

ervice function path of SFC [246] . 

.5. VNF multicast 

Multicast is very important for network communication due to

ts advantage in bandwidth saving. However, it suffers from many

imitations. Traditionally, creating and maintaining multicast trees

equire both high time and economy cost. Besides, changing the

etwork functions that are already in the traditional multicast tree

equires a lot of reconfiguration work, which is costly and time-

onsuming [247] . Unlike traditional multicast that mainly focuses

n determining the route from one source node to multiple desti-

ation nodes, the NFV-enabled MultiCast (short for VNF-MC) re-

uires to do more, that is, creating the multicast tree, placing

he required VNFs on substrate nodes and steering traffic through

hese VNFs before reaching destinations [248] . However, NFV is a
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new paradigm which enables to implement the multicast services

efficiently by replacing the proprietary hardware with general-

purpose hardware, thus to provide an environment for fast VNF

deployment and execution. 

Typically, constructing a multicast tree with minimum cost can

be formulated as the Steiner tree problem which has been proved

to be NP-hard [249] . Fortunately, there are already many algo-

rithms proposed to solve this problem. For example, Vrontis et al.

[249] constructed a DiffServ (i.e., a scalable mechanism for man-

aging traffic and providing service quality for networks) based

and customized Steiner tree using the shortest path algorithm and

Byrka et al. [250] proposed an ILP based approximation algorithm

using linear relaxation (turning a difficult problem to an approx-

imate problem that is easier to solve) and iterative randomized

rounding techniques. 

However, we should be aware that only constructing a multi-

cast tree cannot completely solve the VNF-MC problem. Therefore,

based on existing effort s, many researches toward solving VNF-

MC are proposed. One example can be found in Ref. [251] . It pro-

posed a heuristic algorithm which leveraged both the characteris-

tics of GA and Simulated Annealing (SA) strategies. On one hand,

it encoded the node/link mapping, multicast topology construction

and the spectrum requirements in the same gene. On the other

hand, it used the SA to find the most fitting VNF mapping se-

quence for the arriving multicast requests. It obtained a 31–56%

less resource consumption and a 4–24% higher throughput than

the greedy based algorithm. In addition, the idea of GA was also

adopted by Ref. [252] to address the VNF-MC problem. Specifi-

cally, Gao et al. [252] first formulated the VNF-MC problem as a

MILP model based on the concept of max–min fairness in order

to achieve the upper bound of service reliability which could be

used to evaluate the performance of the proposed heuristic. Then,

the proposed heuristic method relied on using GA to encode the

multicast tree construction and link mapping into path selection.

Due to the joint consideration of the max-min reliability fairness

goal and the networking reliability factor, the proposed heuristic

method was demonstrated to achieve near-optimal results (merely

around 0.2–0.4% gap). 

Nevertheless, the above work simply regarded the VNF-MC

problem as the VNE problem, by solving which the solution was

obtained. Despite the similarities between the VNF-MC problem

and VNE problem, they are fundamentally different and they

should be addressed differently. In this regard, Zeng et al. [253] ex-

plicitly explained their fundamental differences and treated VNF-

MC problem differently. Specifically, it divided the VNF-MC into

offline and online cases and proposed corresponding heuristics to

solve them respectively. For the offline VNF-MC, it was formulated

as a MILP model in the context of inter-datacenter optical net-

work. To solve the offline VNF-MC efficiently, a heuristic method

based on path-intersection was proposed, that is, it calculated all

the intersection nodes of the paths from source to destinations and

tried to place VNFs on these intersection nodes. However, the of-

fline VNF-MC assumed that all the multicast requests were known

in advance, which did not satisfy the practical situation. Likewise,

based on the concept of path-intersection, two heuristics were pro-

posed by Zeng et al. [253] to solve the online VNF-MC problem,

that is, the batch scheme that provisioned multicast requests si-

multaneously and the sequential scheme that provisioned them

one by one. 

Yi et al. [254] proposed to solve the NFV multicast in multiple

stages which included the traffic forwarding topology construction,

function delivery topology construction and traffic steering. In par-

ticular, the minimum spanning tree was used to construct the for-

warding topology while the function deployment was fulfilled by

the backtracking strategy. After the first two stages, the traffic was

steered through the deployed functions first before reaching desti-
ation. In particular, the main idea of it was the decoupling of traf-

c forwarding from function delivery, which allowed implementing

hem flexibly and independently in terms of minimizing the total

ost. However, such decoupling also resulted in a new issue, that

s, the paths between the forwarding topology and the deployed

unctions had to be determined, which would lead to extra over-

ead. 

Considering the high complementation of SDN and NFV, many

iteratures tried to achieve a flexible and cost-saving multicast ser-

ice provision in the integration environment of SDN and NFV. One

ypical example was Zhang et al. [248] which converted the dis-

ributed routing and function deployment problem into a central-

zed one with the global view provided by SDN. To solve such cen-

ralized problem, it presented an approximation algorithm (with

n approximation ratio of 2), an exact algorithm based on branch-

nd-bound, and a dynamic heuristic method. For the approxima-

ion algorithm, it first searched for a single NFV node which was

sed by all the destination users and then it constructed a mini-

um spanning tree among the end users. The traffic was steered

hrough the selected NFV node before reaching destinations us-

ng the constructed tree. The branch-and-bound algorithm was

sed to solve its proposed ILP model. Importantly, Zhang et al.

248] pruned the search space of NFV nodes and links, such that

he total searching space for branch-and-bound was greatly re-

uced. The dynamic heuristic method was in fact based on the

hortest path algorithm to connect the new joining users, which

esulted in network congestion easily. 

It is noticed that the bandwidth requirements may change af-

er being processed by some VNFs. For example, the firewall may

lter part of the traffic, such that the required amount of band-

idth may be reduced. In this regard, Zhang et al. [255] further

ivided the VNF-MC problem into three different cases, that is, the

andwidth requirement of any multicast traffic was i )the same;

i )increased; iii )decreased, after it was processed by NFV compo-

ents. In particular, the three cases were solved by Zhang et al.

255] using approximation algorithms respectively. Nevertheless,

he three approximation algorithms shared the same idea, that is,

onstructing the minimum spanning tree among all destinations

nd then creating a service chain to connect source to one des-

ination using the shortest path. The difference among them was

he weight metrics that they used as the analogue for bandwidth

sage. Apart from constructing the multicast tree for a single mul-

icast session, Zhang et al. [255] proposed a scheduling algorithm

or handling multiple multicast sessions simultaneously. Since di-

ectly applying the proposed approximation algorithm for schedul-

ng would cause imbalance in resource utilization, it proposed to

eroute the traffic of overloaded links to those underutilized for

he purpose of achieving certain extent of load balancing. 

Moreover, based on the above researches, Zhang et al. [185] fur-

her studied the reliability of VNF-MC. Unlike Zhang et al.

248] and [255] that only constructed one service chain for the

hole multicast group, Zhang et al. [185] proposed to separate

ll the destinations into sub-groups. For each sub-group, an in-

ependent service chain was constructed using the same strategy

dopted by Zhang et al. [248] and [255] . Essentially, the sub-group

uffered the same limitations as the whole multicast group did.

ince any two sub-groups belonging to the multicast group did

ot share any deployed VNF instances, the cost for deploying more

NFs was inevitable in spite of the achievement of a certain extent

f reliability. 

. Ongoing researches and challenges 

NFV has been evolved from the proof-of-concept to practice.

uring the evolvement, many experiences and lessons are accu-

ulated which can be used to avoid pitfalls as many as possible.
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espite this, there are still many challenges to be addressed before

he full grown-up of NFV. Therefore, in this section, we jointly dis-

uss the challenges faced and experiences learned on the road to

FV, and present them from bottom up. 

.1. Hardware design 

Currently, there appear a lot of software based technologies that

ntend to accelerate network innovation from the application layer

i.e., software) instead of the infrastructure layer (i.e., hardware).

FV [24] and SDN [256] are two commonly known representatives

mong these technologies and they fulfill this target by decoupling

oftware from the dedicated hardware which is replaced by the

OTS based hardware. However, most of the already existing data

lane functions are based on non-x86 architectures which are in

he form of either merchant silicon packet processing or the ex-

ensive and customized integrated circuits [257] . The proprietary

ardware is closely coupled with network functionalities, which

esults in network ossification and generates a significant challenge

or moving to NFV. In order to solve this challenge, one simple and

traightforward method is to replace the dedicated hardware with

OTS based hardware once for all [258] . However, this operation

ot only causes great waste on dedicated hardware, but also leads

o tremendous costs such as OPEX and CAPEX. Hence, it is not

ecommended and unrealistic. Current experiences focus more on

ollaborating such two kinds of hardware instead of using one of

hem solely (e.g., [259] ). In other words, the proprietary network

unctions and VNFs can cooperate with each other to construct

ew services. Besides, we can also regard the proprietary hardware

s the backup server, and use the COTS hardware to provide spe-

ific service functions. Nevertheless, the proprietary hardware will

e gradually replaced by the COTS hardware on the way to NFV. 

Despite the desire to migrate to a virtualized environment that

s composed of COTS based hardware, the performance require-

ents of applications should be guaranteed. Specifically, the COTS

ardware can support the requirements of many standard appli-

ations, and adopting COTS hardware in large scale can reduce

etwork cost (e.g., CAPEX and OPEX) greatly. However, the COTS

ardware is relatively weak in terms of offering high performance

n throughput and reliability [260] , etc. Considering the dynamic

equirements of enterprises and operators, the hardware should

e designed with all the potential situations covered. In addition,

irectly migrating existing network functions and applications to

eneral-purpose servers without considering their features and de-

ands may lead to unpredictable results [261] . 

In order to address the issues suffered by COTS based hardware,

wo major methods are used. The first one is to use data plane ac-

eleration technologies (e.g., DPDK [115] and SR-IOV [46] ) and the

econd one is to use high performance hardware (e.g., IBM Rack-

witch [92] and Cisco Nexus Switch [144] ). With respect to the ac-

eleration technologies, they are already elaborated in the previous

ection and are usually applied to the general-purpose hardware

e.g., x86 server) for providing high performance and predictable

perations. In particular, these technologies and other VNFs are in-

talled on x86 servers as software module which is similar to the

echanism of cloud model [186] . However, we should be aware

hat NFV and cloud are actually two different entities, that is, NFV

ocuses on function virtualization, while cloud focuses on resource

irtualization. In this way, the design of COTS hardware should

e different from that of cloud model. With respect to the high

erformance hardware, it is usually purpose-built [25] . Although

he purpose-built hardware may not be able to provide as high

exibility as the COTS hardware does, it can satisfy the rigorous

emands of applications and services. For example, in order to

chieve significantly high performance, the Application Specific In-

egrated Circuits (ASICs) are usually designed using purpose-built
ardware [262] . Despite this, another drawback of purpose-built

ardware is high cost compared to the COTS hardware. As a result,

he high performance offered by purpose-built hardware is actually

btained by sacrificing some overhead and flexibility. Hence, based

n the actual requirements of customers, the key point of design-

ng suitable hardware for NFV is how to determine the trade-off

mong performance, cost and flexibility, etc. 

Many layer 4-7 network functions such as load balancing and

NS can work well on the COTS based hardware, because their re-

uirements on packet processing and interface speed are not high

263] . However, for those functions (such as data center switch-

ng and gateways) with high I/O speed and performance require-

ents, the COTS hardware is not a good option. Instead, they still

ely on specialized hardware which can provide higher I/O perfor-

ance than the COTS based hardware does [264] . Besides, given

ne kind of server, it may be offered by many companies or ven-

ors. In this regard, how to determine the most suitable one is

nother issue. Currently, the factors used for hardware selection

sually include cost, service quality, latency, preferences, reliabil-

ty, scalability, security, etc. [265] . Considering these reasons, most

nterprises and operators would like to start out with COTS based

ardware first to build their NFVI environment, and then gradually

djust their workload to high performance proprietary hardware in

rder to satisfy some high performance requirements. 

.2. VNF deployment 

VNF plays an important role in the whole NFV architecture

s NFV initiators intend to generalize the underlying proprietary

ardware and implement the corresponding network functional-

ties in the form of software (i.e., VNF). Importantly, with more

ffort s from the equipment vendors and service providers con-

ributed to the development of VNF, there evolve many critical

hallenges and the primary of them is determining the required

umber of VNFs and the locations to place them. Besides, it is hard

o find the optimal solutions especially in the large scale network

cenarios due to the NP-hard characteristics of the VNF placement

191] . As explained, the solutions for VNF placement can be cat-

gorized into exact and heuristic ones. The former offers optimal

esults and extremely high running time [23] , while the latter of-

ers suboptimal results and low running time [187] . Therefore, how

o make the trade-off between them is still an open issue. 

Generally, given a small network (fewer than 1k hosts), it may

ontain roughly 10 proprietary functions while in a very large net-

ork (more than 100k hosts), the number of proprietary functions

ay reach about 20 0 0 [2] . Thus, the proprietary network functions

re widespread in the network. Under this situation, the coexis-

ence between VNF and proprietary network function is inevitable

nd critical for NFV service provision. Accordingly, the solutions

or NFV service provision should also take them into considera-

ion, since there is no need to place a new VNF where there is

lready one proprietary function playing the same role. Although

ome literatures have verified their algorithms over the VNF and

roprietary function hybrid environment, they did not specify how

o cooperate the two kinds of network functions [184] . 

Despite the same underlying COTS based infrastructure, differ-

nt VNFs may have different deployment requirements on instan-

iation time, cost, etc. For example, the Minios of Xen could be

sed to enable a fast instantiation (around 31 milliseconds) for

NFs [266] . However, in order to support the large scale VNF de-

loyment, the VNF deployment should be not only fast, but also

utomated and intelligent. In this regard, many communities have

lready started researching the potential of applying the technol-

gy of machine learning into SDN and NFV due to its healing and

utomation features [267] . In particular, the large amount of data

rom users can be collected and analyzed by machine learning en-
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Fig. 13. The VNF instance status transition diagram [54] . 
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gine for making decisions and facilitating the VNF deployment.

This ultimately leads to an intelligent network where services

are spawned automatically by launching VNFs from the reposi-

tory [267] . Nevertheless, machine learning requires a long time of

learning before it is effective enough, and how to live through this

period should be thought carefully. 

In addition, the VNF validated for functionality and perfor-

mance on certain NFVI cannot guarantee that it would function

properly on another NFVI [268] , because NFVIs differ in several pa-

rameters (e.g., CPU core allocation policy and storage) which may

affect the performance, availability or even the proper functional-

ities of some VNFs. Certainly, we can deploy VNFs into NFVI with

the requirements not fully satisfied. In doing so, the results are un-

satisfying, which may decrease some performance in the best case

or crash unexpectedly in the worst case, and the crash situation

is very hard to debug [269] . The NFVI parameters can be config-

ured to satisfy the requirement of VNFs. However, such configura-

tion or reconfiguration process may need some manual work and

a long processing. Targeting on this, many solutions are proposed

to automate the parameter configuration process. One of them is

OpenStack API [270] ) which translates the VNF requirements into

API calls to create necessary virtual resources for VNF deployment

in NFVI. Nevertheless, given a NFVI which was configured correctly

for one VNF, when another VNF with different requirement is de-

ployed on this NFVI, the administrator of this NFVI may have to

make configuration changes, which may no longer provide an op-

timal environment for the original VNF [271] . 

Another phenomenon slowing down the deployment of NFV

is the contradiction between VNF vendors and service providers

[230] . In order to support the fault-finding requirements and en-

able smooth deployment of NFV, the service providers would like

to have the capability of packet level traffic visibility for diagnos-

ing unexpectedly occurred outages, while such capability is not of-

fered by equipment vendors. One emerging approach to solve this

problem is the Tap as a Service (TaaS) [272] which offers the re-

mote port mirroring capability for accessing data inside the virtu-

alized network environment without involving the vendors. How-

ever, TaaS requires copying packets entering into or leaving from

such environment, which can result in large amount of traffic and

lead to network congestion. 

In fact, the VNF deployment can be regarded as a kind of dy-

namic optimization problem. Most of the existing algorithms are

not general enough to fit all the common network scenarios. Be-

sides, to fulfill the specific service requests, node resource (e.g.,

CPU, storage and memory) and link resource (e.g., bandwidth) con-

sumptions are inevitable but can be reduced significantly by using

efficient strategies. For instance, the node resource consumption

can be reduced by serving the given requests with the minimum

number of VNFs. However, such decision may result in long paths

from the source node to the destination. In this way, the network

bandwidth resource consumption increases. On the other hand, the

bandwidth consumption can be decreased by placing the required

VNF instances near the source node or the destination node such

that the traffic can follow the shortest path to destination rather

than the detoured path. Obviously, such behavior would lead to

high resource consumption on nodes. Hence, the trade-off among

these resource consumptions should be carefully designed on the

basis of the actual application situations. 

6.3. VNF life cycle control 

NFV has introduced a variety of new entities to the telecommu-

nication networks by decoupling the software implementation of

network functions from the proprietary hardware [24] . All the en-

tities and their relationships are uniquely defined within the NFV

system. Among them, one significant entity generated by such de-
oupling is VNF which can increase the flexibility of service con-

truction and reduce the network cost such as CAPEX and OPEX

273] . However, to fulfill these benefits, the life cycle management

f VNFs must be addressed properly, since it involves many as-

ects, for example, the virtual resource allocation and recycle. 

There exist five transformation status for any VNF during its life

ycle according to the VNF reference architecture given by ETSI

54] , and they are NULL, Instantiated Not Configured (I-N-C), In-

tantiated Configured Inactive (I-C-I), Instantiated Configured Ac-

ive (I-C-A) and Terminated respectively. Among them, the status

f NULL and Terminated indicate the beginning and end of one

NF instance respectively. Then, the I-N-C status means that the

NF is prepared with all required resources allocated, but waits for

roper configuration before going to the next status. The I-C-I sta-

us indicates that this VNF is well configured and ready for service

rovision, while the I-C-A status means that this VNF is working in

rocess. Besides, to provide an integrated view, ETSI [54] presented

 transition graph among these five VNF instance status. We re-

raw the graph and show it in Fig. 13 , in which the blue dotted

ine indicates a complete process of a VNF from instantiation to

ermination. 

However, such abstract design is not enough for real implemen-

ation. Thus, the enterprises and operators develop their own de-

cription of VNF life cycle management. One typical example is an

lastic service controller proposed by Cisco [274] , which explains

he life cycle management of VNF in the sequence of onboard, de-

loy, monitor, scale, heal, and update. Comparatively, Cisco adds

everal new aspects, that is, i)onboard, which enables to define any

ew type of VNFs, ii)monitor, which tracks VNF performance met-

ics such as CPU usage and memory consumption, iii)heal, which

rovides fault recovery for VNFs. Meanwhile, Juniper also provides

 VNF life cycle management tool which considers more aspects

uring the life cycle management process, e.g., resource planning

nd VNF image management [275] . 

The entities of NFVO and VNFM within NFV are in charge of

anaging the life cycle (e.g., instantiation, update, query, scaling

nd termination) of VNFs. Currently, the boundary between NFVO

nd VNFM is blurring, such that the management task is usually

arried out by the two of them. In particular, the functionalities of

FVO and VNFM have already been implemented by some existing

ools such as Tacker [127] and Cloudify [128] . These state-of-the-

rt NFV orchestrators have already been discussed in Section 4.2 .

espite the fact that many orchestrators have explored the VNF

anagement functions extensively, there does not exist a unified

nterface or framework to cooperate these orchestrators [26] . Con-

idering the cross-domain and multi-vendor characteristics of VNFs

276] , the heterogeneity among various NFV orchestrators should

e carefully addressed. Besides, in order to well perform the life

ycle management, these NFV orchestrators have to exchange the

NF related information with the element managers that directly
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r  
onnect to VNFs, thus to obtain enough information for a complete

escription of VNFs. In this regard, Network Configuration Protocol

NETCONF) [277] and libvirt [105] offer different ways for VNF de-

cription based on XML descriptor file and extensive virtualization

eatures respectively. 

Typically, VNFs are orchestrated in a virtualized environment

rovided by VM [161] or container [103] . However, in some spe-

ific circumstances, VNFs are deployed on physical servers directly

nd managed by hardware based monitoring management system

135] , [278] . However, such design makes the VNF life cycle man-

gement much more difficult than managing VNFs in the virtu-

lized environment, because the hardware environment may not

rovide as flexible management as the virtualized environment for

NFs. Nevertheless, the service consistency must be guaranteed no

atter in physical or virtual environments. 

.4. Service chaining 

The service chaining problem is NP-hard, since it is evolved

rom the VNF placement and VNE problems which have already

een proved to be NP-hard [191] . This problem includes not only

ynamically placing the required functions (i.e., VNFs) at suitable

ocations, but also steering traffic through these placed functions.

hus, it suffers from many challenges. Most of current service

odels (e.g., [279] and [280] ) rely on using the network functions

hat are coupled with network topology and physical resources to

rovide services, which is static and rigid. On one hand, such static

ature limits the ability of introducing new or modifying existing

ervices and network functions. On the other hand, the rigid situ-

tion will result in a cascading effect, that is, the change of one or

ore functions in a service chain will affect other functions in this

ervice chain. 

As explained in Section 5.4 , there are a lot of deterministic and

euristic methods proposed to solve the service chaining problem.

owever, considering the fact that the network is becoming larger

nd larger, researchers gradually turn their attentions to heuristic

ethods, because using deterministic methods to solve the large

r even super-large scale network service chaining problem in rea-

onable time is almost impossible [187] . In contrast, the heuristic

ethods are much more time-efficient. For example, Pham et al.

281] proposed a heuristic service chaining approach which can

e solved within polynomial time. Despite the great difference be-

ween the execution times of heuristics and exact solutions, we

hould be aware that the execution times of different heuristic

ethods do not differ too much. In this regard, the heuristic so-

utions focus more on other performance metrics such as energy

onsumption and reliability [231] , etc. 

Reviewing the service chaining work introduced in Section 5.4 ,

ost of them followed specific greedy mechanisms which may re-

ult in the situation of local optimum. In addition, adopting greedy

trategy may lead to more resource fragments such that it may

e hard to satisfy the following requests with high resource re-

uirements. Thus, apart from leveraging the greedy strategy, other

trategies should be developed. Moens, and Turck [195] proposed

 customized model for managing the variability of SFCs in the

ybrid environment where VNFs and dedicated functions coex-

sted. Besides, it also demonstrated the reduction in service de-

loyment cost and the increase in resource utilization. However,

he proposed approach was only studied and evaluated in a small

etwork. Eramo et al. [210] proposed a consolidation approach

ased on VNF migration and back-to-back mechanisms for SFC de-

loyment. Scheid et al. [282] proposed a policy-based approach

or automated SFC construction with minimum disruption. The

wo of them could be applied to both the homogeneous (VNFs

nly) and the heterogeneous (VNFs and physical middle-boxes co-

xistence) environments. Mechtri et al. [283] even proposed an
igendecomposition-based method for the placement of both vir-

ual and physical network functions in cloud environments. 

The scalability is another critical issue that should be solved for

ervice chaining. Specifically, VNFs should be able to be added to

r removed from the existing SFCs dynamically. Despite the fact

hat several of the above mentioned work (e.g., [134] and [283] )

emonstrated the scalability for their models and schemes, they

ctually meant that their models and schemes could be applied to

etworks with different sizes and heterogeneities [284] . Besides,

he service chain is composed of multiple VNF instances which

ay come from different vendors [285] . Typically, different ven-

ors have different standards and criteria. Hence, how to coordi-

ate them to form and provide a high qualified service is challeng-

ng and urgent to be resolved. 

.5. Performance evaluation 

The conventional network is composed of dedicated equipment,

uch that the performance evaluation is usually fulfilled by using a

edicated environment or facility. Instead, NFV virtualizes network

unctions into software and runs them on COTS hardware. By doing

his, NFV can be investigated and evaluated in a generic manner

ince COTS hardware brings many benefits such as high flexibility

nd scalability, low cost, etc. However, these benefits are obtained

t specific expenses. For example, i)bottlenecks of the data plane

ay appear due to the virtualization of network functions; ii)the

esources allocated to VNFs may be over-provisioned since the VNF

erformance is hard to be predicted. 

Packet forwarding process is critical to deal with the workload

f many telecom network subsystems such as EPC [287] and RAN

174] . According to Gallenmller et al. [288] and Luis et al. [289] ,

here are a lot of factors affecting packet forwarding, such as band-

idth of Ethernet NICs, CPU speed, peripheral component inter-

onnect express and memory bandwidth. Most existing works are

nder the assumption that the VNF performance is bounded by the

PU speed and the Ethernet bandwidth. This is true for NFV as

ell. For instance, when deploying NFV, hundreds or even thou-

ands of the related functions have to be virtualized on one sin-

le server or across multiple servers [290] . Such behavior requires

 large amount of Ethernet bandwidth to ensure the performance

hen virtualizing network functions. For example, with respect to

he short packet size (64B), the minimum network I/O capacity re-

uired is 14.4MPPS for achieving 10Gbps throughput on a COTS

erver with a general NIC [291] . 

NFV enables to accelerate the packet forwarding performance

y virtualizing the NIC over hypervisor based networks. In ad-

ition, by applying data plane acceleration technologies (e.g.,

PDK and SR-IOV) to the virtual NIC, the performance of virtual

IC could be improved further. Considering this, Nakajima et al.

291] proposed a high-performance virtual NIC framework for NFV,

n which the DPDK-compatible APIs were provided. It demon-

trated that the virtual NIC could achieve over 120 Gbps through-

ut and over 14.2 MPPS I/O processing. Kourtis et al. [46] claimed

o achieve 81% higher throughput than the native Linux kernel,

y applying DPDK and SR-IOV on virtual NIC. Despite the high

hroughput achieved by using virtual NIC, it also resulted in high

andwidth and energy consumption. A large amount of bandwidth

as required in order to guarantee the performance of virtualizing

undreds or even thousands related functions [292] . Such contra-

iction would inevitably cause challenges for NFV. On one hand,

FV indeed improves the performance, on the other hand, more

ttention should be focused on the trade-off between performance

nd overhead as different enterprises have different objectives. 

For most of current telecom operators, their network architec-

ures are still fairly static. However, the introduction of VNF can

elieve such situation. For example, the network load balance can
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Table 5 

Processing time estimation of network functions (second) [286] . 

Network functions Proprietary hardware based COTS hardware based 

Load balance 0.2158 0.6475 

Firewall 2.3590 7.0771 

Virtual private network 0.5462 1.6385 
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be achieved by the migration of some VNFs. In this way, the VNF

performance evaluation is very important. Most existing works an-

nounced their benchmarks from different perspectives to evalu-

ate the performance of VNFs. For example, IETF described general

metrics, strategies and benchmarks for evaluating and testing VNFs

[293] , while other individual researches focused on evaluating spe-

cific VNFs. For example, Lange et al. [294] studied the VNF bench-

marks in terms of the use case of LTE SGW. However, it is still chal-

lenging for VNFs running on COTS hardware to offer comparable or

even better performance than the functions running on proprietary

hardware. For example, given the amount of packets, proprietary

network functions generally require less processing time than the

VNFs. Table 5 presents the data of packet processing time with re-

spect to three network functions (load balance, firewall and virtual

private network functions) and it is easy to discover that the differ-

ence between the processing time of proprietary hardware based

firewall and the VNF-based firewall is the biggest (roughly 6 s) and

that of the load balance is the smallest (roughly 0.4 s) [286] . Be-

sides, mechanisms must be developed in order to make sure that

these VNFs are portable among servers. Fortunately, ETSI has tested

several NFV use cases (e.g., DPI) in a fully virtualized environment

and achieved high performance on throughput (around 80Gbps per

server) [295] . 

Another fact which should not be ignored is that the VNFs may

have different behaviors based on the underlying hardware, oper-

ation systems and implementation solutions, which results in the

unpredictability of VNF performance. For example, a VNF may re-

port the network connectivity problem with another one where in

fact the real problem is the lack of sufficient CPU cycles to handle

the keep-alive messages. Some specific VNFs require careful con-

figuration even though they are implemented to be hardware in-

dependent. In order to satisfy the real-time feature of voice and

video related VNFs, it is better to adopt several time synchroniza-

tion mechanisms or even disable some conflicting features [296] .

Besides, the VNFs are generally not as reliable as the proprietary

functions. Hence, the vendors should also offer redundancy for

their VNFs in case of failure and the typical way to achieve redun-

dancy is to configure multiple connections between the ports and

network interfaces [297] . 

Traditionally, the usual way for guaranteeing the network per-

formance is to estimate the peak demands of network functions

and then allocate the corresponding amount of resources to them.

However, this method may not work well for VNFs on the shared

COTS-based hardware because the VNF performance is unpre-

dictable and performance interference between different VNFs is

hard to be avoided when they cooperate with each other. Hence,

how to guarantee the VNF performance, especially in large scale

carrier-grade network, challenges NFV greatly. As explained, using

the data plane acceleration tools can improve the performance of

VNFs, e.g., Lange et al. [294] and Kourtis et al. [46] investigated the

possibility of using DPDK and SR-IOV to enhance the VNF perfor-

mance respectively. Despite the achievement of high performance

claimed by DPDK and SR-IOV, they also result in some energy con-

sumption and security issues which are not covered in most works.

Many research works focused on building the performance pre-

diction model for VNFs. Suksomboon et al. [298] developed a sim-

ple mathematical model for the VNF performance prediction on
ulti-core processing systems and Ref. [299] concentrated on us-

ng a simulation model based on NS3 [300] for prediction, whereas

u et al. [301] and Dobrescu et al. [286] leveraged the cache miss

or prediction. Although different, these methods shared the tar-

et of quantifying the performance of VNFs. Ref. [302] investigated

n network performance prediction and it proposed an analytical

pproach to model the network with NFV capabilities. As demon-

trated, it could forecast the network performance with given con-

gurations in both general and specific network scenarios. How-

ver, it only considered one single traffic model, which indicated

hat its forecast might not be general. From the perspective of Ser-

ice Level Agreement (SLA), Sun et al. [259] proposed the SLA-NFV

ramework which leveraged a hybrid infrastructure (consisting of

oftware and programmable hardware) to enhance NFV’s capability

n terms of various SLAs. In spite of these effort s, most VNF perf or-

ance prediction models suffer from the prediction accuracy issue.

esides, error predictions can easily mislead the operations, which

auses the performance degradation or even crashes the system.

herefore, how to compensate for the potential performance loss

nd how to cope with the potential emergencies, are key require-

ents for guaranteeing the VNF performance. 

Various NFV performance enhancement schemes and tech-

iques have appeared. Whether they are applicable for the prac-

ical NFV situation is hard to say now and most of them may even

ause performance degradation. Therefore, on one hand, with re-

pect to network operators and service providers, they have to be

esponsible for choosing the most suited responsibilities for their

nfrastructure and service models. Some schemes may even be

ombined to offer a possible best solution. On the other hand, for

he researchers, apart from keeping studying the way to improve

FV performance, other potential and necessary directions may in-

lude swapping mechanisms between performance and other fac-

ors (e.g., flexibility and scalability) as different enterprises have

ifferent focuses, and specifying the detailed process of the phased

igration to NFV. 

.6. Policy enforcement 

Policy enforcement is an old term which is now being used to

escribe a variety of technical solutions [303] . For example, from

he perspective of network, we can regard policy enforcement as

 kind of network access control application which uses a set of

ules or parameters that are known as the ‘policies’ to restrict the

sers in legal regions [304] . From this point of view, policy en-

orcement can be used to solve some specific security issues. How-

ver, within NFV scope, policy enforcement can perform more than

ust security functions. For example, policies can be determined to

nforce business rules and specify resource constraints [22] in the

FVI environment. 

Typically, the network policies can be taken into account in the

ramework of general cloud services and used in individual subsys-

ems or specific use cases [22] . For example, Ma et al. [305] de-

ermined the subsystem policies for achieving a load balanced

etwork, Mayer et al. [306] proposed a network policy to sup-

ort the information exchange and cross-domain management, and

307] focused on optimizing the distributed virtual network com-

uting with policies in terms of VNF placement and migration.

owever, an open challenge is how to leverage the existing ef-

orts of policy enforcement to satisfy the unique requirement of

FV [308] , because on one hand, policy enforcement is an old

erm while NFV is relatively a new concept. Such contradiction

ould inevitably introduce incompatibility between them. On the

ther hand, NFV introduces a lot of new concepts such as VNF and

ANO, which should be carefully considered when applying the

echanisms of policy enforcement. 



B. Yi et al. / Computer Networks 133 (2018) 212–262 245 

 

r  

i  

d  

o  

c  

r  

f  

p  

a  

g  

v  

w  

[  

e  

s  

a  

i

 

g  

b  

t  

w  

l  

o  

t  

W  

t  

i  

c  

t  

g  

s

 

p  

s  

[  

p  

e  

f  

t  

O  

m  

p  

t  

g  

S  

i  

I  

d  

[  

w  

c

 

s  

m  

t  

e  

b  

S  

k  

v  

s  

a  

c  

d  

i  

l  

T  

e  

w

 

d  

[  

n  

t  

t  

d  

s  

a  

n  

w  

D  

p  

c  

n  

p  

d  

c  

w

6

 

i  

R  

i  

a  

t  

o  

a  

i  

a  

s  

c  

m  

F  

e  

b  

i  

c  

t  

t  

c  

T  

p  

t  

s  

d  

m  

s  

t  

N

 

p  

t  

t  

u  

E  

M  

t  

G  
In order to address these problems mentioned above, a lot of

esearches have been done, which cover many aspects such as pol-

cy definition and framework. Firstly, with respect to the policies

efined in NFV, they are classified into global and local ones based

n their working scopes [22] . For example, some well-known SDN

ontrollers such as OpenDaylight [136] and Floodlight [309] can be

egarded as local policy engines, since they can define and en-

orce network policies in their controlled domains. Most of the

olicies are enforced in a centralized manner especially with the

ppearance of SDN, because SDN provides an intelligent center for

uiding the process of policy enforcement. With the centralized

iew of the underlying network, the controller can easily decide

hen, where and what policies to be enforced. For example, Ref.

310] proposed an orchestration framework based on SDN/NFV to

nforce the network function policies and offer certain extent of

ervice quality, while Ref. [311] presented a network management

pproach which exploited the SDN principles to decouple the pol-

cy resolution from the policy enforcement. 

Due to the fact that centralized control may lead to the sin-

le point failure, the distributed policy enforcement is explored

y many researches. For example, Wang and Minsky [312] studied

he policy enforcement in social network in a decentralized way,

hile Ref. [313] fulfilled this in the satellite network. In particu-

ar, the former proposed to establish the global network policies

nly, while the latter built both the global and local policies. In

his regard, Araguz [313] could achieve better performance than

ang and Minsky [312] with the price of complexity. In addition,

he distributed policy enforcement generally involves network pol-

cy space analysis, where the set operations consume most of the

omputation. Fortunately, many works have already been proposed

o solve this problem. For instance, Li et al. [314] proposed an al-

orithm based on atomic hyper-rectangle indexing for fast policy

pace set operations. 

Currently, most of the policy enforcement frameworks pro-

osed to serve NFV are actually based on the NFV integrated open

ource projects (typically OpenStack). One example can be found in

315] which used an OpenStack module as a policy engine to sup-

ort the policy monitoring and energy management, while Ayache

t al. [316] focused on implementing the access control policy en-

orcement in the cloud environment by using OpenStack. However,

hese works focused on the process of policy enforcement and let

penStack finish all the other related processes such as policy for-

at definition and verification. This naturally led to a strong cou-

ling between them, which might reduce the flexibility. Many cus-

omized policy frameworks were also proposed to achieve fine-

rained policy enforcement. Based on the reference architecture of

DN and NFV, Lorenz et al. [317] proposed an integrated solution,

n which a fine-grained security policy enforcement was provided.

n particular, Lorenz et al. [317] examined the stateful firewall with

ifferent integration approaches. Comparatively, Shaghaghi et al.

318] intended to obtain a policy-enforcement-as-a-service model

hich had a ‘defense in depth’ protection and could drop unsuc-

essful access requests before engaging the data provider. 

Generally, there are two situations of policy enforcement that

hould be known. Firstly, network policies are usually imple-

ented and enforced with high priority given to the traffic sensi-

ive to network conditions [307] such as bandwidth, delay, etc. For

xample, for the time sensitive traffic, the policies for it may not

e effective if the policy enforcement is executed after a long time.

econdly, one kind of policy is usually enforced in terms of one

ind of scenario [285] . For example, Fayazbakhsh et al. [319] de-

eloped an extended SDN architecture and defined many policies

pecifically used as tags of packets, which could provide necessary

nd causal information for achieving fast service provision and low

ost. Similarly, He et al. [320] used policies as tags to distinguish

ifferent instances that traversed by the same packet at the same
ngress port on the same switch, thus to avoid the service path

oop that may be generated by using specific routing algorithms.

herefore, the difference between Fayazbakhsh et al. [319] and He

t al. [320] was that the former tagged the policies on packets

hile the latter tagged the policies on middle-boxes. 

Deep in the NFV framework, the policies are stored in local

atabases so that they can be accessed by the local policy engine

22] . Apart from the already existing policies, other new kinds of

etwork policies are putting into the databases gradually. However,

he old policies may have conflict with the new ones, which leads

o another serious challenge [285] . Such conflicts happen because

ifferent policies with the same priority-levels are enforced to the

ame entity, and hence it is hard to decide which one should be

dopted. For example, a new policy declares that “customer A does

ot have the ability to use the specific kind of VNF (e.g., DPI)”,

hile one existing policy allows customer A to use the VNF DPI.

irectly using one policy to cover the other may generate unex-

ected errors which are hard to debug [321] . Therefore, the policy

onflict detection mechanisms and the corresponding solutions are

ecessary and shall be focused with more attention. Furthermore,

olicy exchange would also result in challenges for NFV. Because

ifferent policies in different administrative domains have different

onfigurations and parameters, and inappropriate exchange action

ould violate the normal functionalities of them. 

.7. Energy efficiency 

Energy consumption has always been a cumbersome problem

n communication networks such as data-center network, Cloud

AN (C-RAN) and EPC. The main consumed energies are electric-

ty and fuel. Among them, the proportion of electricity can gener-

lly reach about 85%. For example, the total electricity consump-

ion of China Telecom reached 65 billion kilowatt-hour in the year

f 2011, which consisted of communication (50%), cooling (40%)

nd lighting (10%) [322] . In addition, the number of middle-boxes

n the network is comparable to the L2/L3 forwarding devices and

ll these devices account for about 15% of the total energy con-

umption [40] . NFV demonstrates its potential on reducing energy

onsumption by consolidating equipment and exploiting the power

anagement feature in standard computing and storage servers.

or instance, we can switch off or put some of the servers into an

nergy saving mode and consolidate the workload on a small num-

er of servers during the off-peak hours (e.g., middle night) by us-

ng virtualization technologies. According to the study of ETSI, NFV

an potentially deliver up to 50% energy savings compared with

raditional appliance based network infrastructures [57] . However,

his statement has not been explicitly verified yet. Besides, the

loud-based NFV [20] has attracted people’s attention nowadays.

he energy consumption in cloud is extremely high and is ex-

ected to increase by 63% by the year of 2020 [323] . On the way

o the deployment of NFV, the demands for network devices (e.g.,

ervers and switches), power-supply systems and base stations will

efinitely increase sharply. In order to satisfy the customers’ de-

ands at any time, the 24-h services are usually required. All the

ituations mentioned would lead to tremendous energy consump-

ion. Therefore, it is worried that using cloud technologies to fulfill

FV would aggravate energy consumption. 

To solve the energy problem in NFV, GWATT [324] , a tool pro-

osed by Bell Labs, can be used to decrease the energy consump-

ion by virtualizing network functions. Mijumbi et al. [325] used

he tool to estimate energy savings expected by NFV in three main

se cases: virtual EPC, virtual RAN and virtual Customer Premises

quipment (CPE) respectively. The virtual EPC could have 24044.1

WATTS power savings, virtual CPE had 2703.63 MWATTS and vir-

ual RAN had 26604.4 MWATTS savings on the basis of default

WATT settings [24] . Instead of estimating energy savings in use
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cases, Xu et al. [326] conducted a measurement on power effi-

ciency of three different NFV im plementations which are DPDK-

OVS, Click Modular Router and Netmap. In addition, based on the

measured results, more power-efficient NFV implementations in

terms of software data plane, virtual I/O and middle-boxes can be

built. Likewise, Tang et al. [327] also used the estimated results

to guide the design of power saving strategies. The difference was

that Tang et al. [327] conducted the energy consumption in a dis-

aggregation manner instead of aggregation. Furthermore, Krishnan

et al. [315] proposed an open stack based solution for the energy

management in the NFV-based data centers, and it claimed to op-

timize the energy consumption by using periodic monitoring and

dynamic resource management mechanisms. 

The integration between NFV and other paradigms (e.g., SDN)

is another effective way to reduce energy consumption and im-

prove energy efficiency. Taking SDN as an example, the central-

ized network view and control offered by SDN can be used to ef-

fectively manage and monitor the NFV networks, which in turn

save energy consumption. Bolla et al. [328] extended the open

source framework Distributed Router Open Platform (DROP) and

presented a higher version DROPv2 which enabled a novel and

distributed paradigm for NFV via the integration with SDN. In or-

der to meet the increased demand on energy efficiency, DROPv2

introduces some complicated power management mechanisms by

means of Green Abstraction Layer (GAL). From the perspective of

architecture, DROPv2 provides the network data plane and control

plane capabilities by consolidating a large number of well-known

software projects, rather than operating as an independent entity.

Besides, Luo et al. [329] proposed an energy efficiency scheme us-

ing SDN and NFV, which included monitoring infrastructures, con-

trolling network topologies, and saving energies. 

Considering the wide recognition and benefits brought by SDN

and NFV, we recommend more effort s should be contributed on

adopting the integration model of them to handle the energy con-

sumption problems. Nevertheless, the energy consumption is also

an issue for SDN especially in the large scale network scenarios. In

addition, the energy efficiency improvement may lead to network

performance degradation, and the trade-off between them should

be carefully considered. 

6.8. Reliability 

Reliability represents the capability of a system against hos-

tile or unexpected situations and it should not be affected when

transforming from the traditional network to the NFV based net-

work. Within the scope of NFV, network functions are virtualized

as VNFs. The virtualization actually introduces many unique chal-

lenges to NFV [62] , which makes the reliability much harder to

achieved. 

Although the proprietary functions may be failed due to many

reasons such as mis-configuration and overload, many traditional

network operators and equipment vendors can still guarantee high

reliability (above five nines or 99.999%) by using these proprietary

functions to provide services and making sure that the failure de-

tection time is less than 1 s. Therefore, in order to guarantee the

service reliability in NFV, one obvious challenge is to ensure that

the VNFs are more reliable than or at least the same as the propri-

etary hardware based functions [330] . On one hand, the NFV com-

ponents (e.g., VNFs) should offer better performance on many as-

pects. For example, the success detection rate for failures should be

improved and the failure restoration time should be reduced. On

the other hand, the design of NFV components (e.g., VNFs) should

take the COTS hardware and the virtualization into consideration,

because they are highly associated for accommodating these com-

ponents. The usual methods for NFV to keep reliability are to im-

prove the resilience and elasticity of VNFs. However, such behav-
or may lead to other new failure points which require to be con-

ucted automatically [25] . 

As VNFs are used to construct services in NFV, the research area

s gradually shifting from the single VNF reliability to the end-to-

nd service reliability. According to the standard of carrier-grade

NFs, equipment vendors and service providers would like to ful-

ll the service reliability with three kinds of Service Availability

evels (SALs). Specifically, the default setting for the highest SAL

hould be less than 1s’ failure detection time (equal to that of

roprietary functions) and 5-6s’ recovery time, the middle SAL in-

ludes less than 5s’ failure detection time and 10–15s’ recovery

ime, and the lowest SAL is less than 10s’ failure detection time

nd 20–25s’ recovery time [62] . Nevertheless, in order to deliver

he VNF-constitute services with reliability guaranteed, many other

spects should be carefully addressed, which include how to avoid

he single point failure (including failure detection and prevention)

nd how to achieve a fast recovery from failure, especially in the

ulti-vendor environment since VNFs may be supplied by differ-

nt vendors [331] . 

The end-to-end service continuity is another important aspect

or service reliability. To guarantee the service continuity, VNFs

ust be able to preserve the related state information which can

e used to protect customers from disruptive events and to recover

ervices from disasters quickly [332] . In addition, to make sure that

ervices are still available when adopting NFV as the architecture,

etwork operators need to adjust and configure various parame-

ers on their servers according to practical situations and criteria.

lthough network operators cannot guarantee all the services to

unction well when a large scale network disaster happens, they

an at least guarantee some essential services. For example, the

oice call service, which enables emergency events to be received

n time rather than the online game service, can be guaranteed

y transferring the resources that originally allocated to the online

ame service to the voice call service. Furthermore, redundant and

emote VNF deployment is also necessary for cases of emergency

nd disasters. 

.9. Security 

Security is always an important focus no matter in conventional

etwork scenarios or NFV supported network scenarios. Since the

irtualization technologies used in cloud computing are also ap-

lied in NFV to provide a virtualized environment, the challenges

aused by these virtualization technologies are also faced by NFV.

TSI has established a Security Expert Group (SEG) to particu-

arly concentrate on identifying and resolving the security issues

n NFV. Besides, the potential scale of security problems that NFV

ight introduce is another aspect investigated by ETSI SEG. Af-

er the assessment of SEG, the results show that NFV indeed in-

roduces some new security problems such as topology validation

nd multi-administrator isolation. The potential security threats in-

estigated by ETSI SEG are listed in Table 6 . However, none of

hem are intractable [333] . For example, with respect to topology

alidation, Jaeger [334] proposed a SDN based security orchestra-

or which enhanced the ETSI NFV reference architecture with a

idespread trust management and offered a global view for fast

nd efficient topology validation. 

NFVI is the foundation for the deployment of NFV. However, it

uffers from both internal and external threats [336] . On one hand,

he internal threats result from inappropriate operations of users,

hich can be avoided by following strict operation procedures. On

he other hand, the external threats are from vulnerable design

nd implementations, which are difficult to be avoided. Consid-

ring that most security issues result from decoupling functions

rom the proprietary equipment, the hypervisor is the one which

ntroduces many new threats, because hypervisor can be viewed
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Table 6 

The summary of potential new security concerns for NFV assessed by SEG [63] . 

Security Threats Description 

Topology Validation & Enforcement Checking if the topology design satisfies the desired security goals. 

Availability of Management Support Infrastructure Remote management on any large computing or network infrastructure deployment. 

Secured Boot Validation and assurance of boot integrity. 

Secure Crash Security concerns caused by unknown and unexpected state. 

Performance Isolation Isolating common resources like CPUs, memory and storage. 

User/Tenant Authentication, Authorization and Accounting Using identity and accounting facilities in the network. 

Authenticated Time Service Identifying the integrity of timing messages. 

Private Keys within Cloned Images The key pair used by images running on VMs. 

Back-Doors via Virtualized Test & Monitoring Functions Illustration of the risk on NFV debug and test interfaces and providing protections where these 

interfaces are required. 

Multi-Administrator Isolation Distributing different privileges to different administrator hierarchies. 
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s the potential security surface on which VNFs may be attacked

n the form of compromised isolation. Meanwhile, the solutions for

ypervisors (and other NFV components) are provided by multi-

endors. The potential incompatibility and confliction among them

lso increase the security risks [336] . Moreover, as ETSI aims at

uilding an open and diverse ecosystem for NFV, the components

f NFV architecture are likely to be provided by different equip-

ent vendors or service providers. Such hybrid situation may re-

ult in security loop holes when integrating different components

r solutions [15] , due to the lack of standard inter-operability spec-

fications. 

To solve these security issues, most researchers and enter-

rises are relying on integrating SDN and NFV to provide a com-

rehensive security framework. For example, based on SDN and

FV, Liyanage et al. [337] improved the security performance

y 50% compared with traditional methods, while Park et al.

338] achieved a fast recovery (less than 2 s) from interrupted se-

urity services. With regard to the Distributed Denial of Service

DDoS, about 65% higher than the other threats), SDN and NFV

rovide efficient and scalable features and mechanisms for detect-

ng malicious activities and preventing them from spreading or

isrupting [339] . Leveraging the continuous monitoring and cen-

ralized management offered by SDN, many security threats can

e detected quickly. However, the SDN controller can easily be-

ome a single failure point recognized by almost half of the in-

estigated security experts [335] . Therefore, how to mitigate the

rawbacks and leverage the benefits introduced by SDN is critical

or guaranteeing the security of NFV. In this regard, the technol-

gy of blockchain [340] , a distributed technology used to secure

he digital currency, is recommended to compensate for the draw-

acks resulting from the SDN centralization. Due to the success of

pplying blockchain into the bitcoin networks, the same situation

ay also be possible for SDN and NFV based networks. 

In addition, a lot of tools and practices are employed to solve

he challenges brought by the integration of SDN and NFV. Accord-

ng to the security report of ARBOR [341] , the representative one

s Netflow (a kind of network monitor) based analyzer which has

he highest usage proportion (up to 78%), followed by firewall re-

ated tools (64%) and IDS/IPS related tools (51%), etc. Unfortunately,

hese tools are usually virtualized across racks and data centers,

hich results in blurry boundaries among different security do-

ains. Thus, the automation mechanisms for placing these corre-

ponding functions are required in order to manage and adjust the

ecurity domains in time. Huawei highlighted the importance of

n effective security monitor for discovering threats and mitigating

ttacks in terms of NFV security [342] . Wedge Networks described

he existing security threats in NFV and presented the correspond-

ng mitigation methods [343] . In fact, the work of Wedge Networks

s also done by many other enterprises such as Alcatel-Lucent and

ntel via employing a lot of useful tools and practices [344] . Al-

n  

i  
hough these works can address the security issues to a certain

xtent, they are complex for real implementation. 

Despite the large amount of security threats in NFV, there are

hree common aspects that service providers typically adopt to

ddress the existing NFV security challenges and achieve higher

ecurity level than before. The first one is the virtualization of

NFs, which enables network operators the ability to build a smart

nd flexible network to prevent threats like denial-of-service at-

ack. The second one is the automation capability offered by SDN

nd NFV, which enables service providers the ability to manage

nd configure security network functions dynamically. The last one

s the consistent monitoring and analysis ability, which can help

rotect users against some malicious activities before they cause

he wide damage. For example, we can prevent users from be-

ng eavesdropped by attackers via comprehensive and continuous

onitoring. 

. Future directions and application scenarios 

Most network owners and operators have been relying on a

andful of vendors that provide proprietary and vertically inte-

rated hardware, operating systems and control features with lim-

ted or no programmability. The lack of network programmability,

ontrol inflexibility, and the need for network operators to adapt

edious and error-prone manual configuration methods to provi-

ion and manage network services has led to increased operational

omplexity and prolonged time to market for new services [345] .

ortunately, NFV and SDN bring opportunities to solve such chal-

enges by leading a trend to network softwarization [346] which is

xpected to revolutionize the way network and computing infras-

ructures are designed and operated. 

Due to the benefits (e.g., network innovation and service

iversity) enabled by network softwarization, many network

wners and operators are already on the road to a softwarization

etwork, which can be reflected in three aspects, that is, i )a major-

ty of networks expand based on the COTS hardware; ii )new ser-

ices are constructed by deploying new software elements instead

f proprietary hardware based ones; iii )the automation of service

eployment and provision is popular, which can reduce the time

o market and the OPEX. Therefore, it is necessary and meaningful

o discuss the future directions and application scenarios of NFV

rom the perspective of network softwarization. 

.1. Network softwarization 

Generally, network softwarization indicates an overall transfor-

ation trend for designing, implementing, deploying, managing

nd maintaining network equipment and network components by

oftware programming. By exploiting the flexibility and rapidity

atures of software, network softwarization targets on consolidat-

ng the independent effort s from industry to promote the delivery
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of new services with low CAPEX and OPEX [347] . Current network

softwarization trend mainly focuses on software defined infrastruc-

ture. Due to the typical three-layer structure of programmable net-

work enabled by SDN, we also discuss the software defined control

and application respectively in order to give a comprehensive pre-

sentation. 

7.1.1. Software defined infrastructure 

There are a majority of companies including Google, Amazon,

IBM and Oracle which have invested in cloud computing and of-

fered individuals and enterprises a variety of cloud-based solu-

tions, for example, social networking (Facebook, Twitter, LinkedIn),

email (Hotmail, Gmail, Yahoo email) and other document services

(Google Docs, Zoho office) [21] . Due to such massive effort s con-

tributed to cloud computing, and a lot of mature technologies de-

veloped, today’s world is in a transition to cloud computing which

enables customers to consume compute resources as public facil-

ities rather than having to build and maintain computing infras-

tructure themselves [382] . Despite this, we should be aware that

traditional cloud computing architecture may be powerless to sup-

port such world-wide transition. Thus, current architecture of data

centers should be radically re-designed based on a unified standard

in order to comply with such trend. Under this situation, the new

paradigm Software Defined Infrastructure (SDI) [348] and [349] of-

fers the opportunity. 

The physical infrastructure mainly includes two kinds of entities

which are devices and resources. As for SDI, they are virtualized. In

particular, the hardware based devices are virtualized as software

(e.g., virtual switch and virtual router), and the physical resources

correspond to the virtual resources in SDI [280] . Such two kinds of

virtual entities can generally constitute a simple virtual network.

As a result, the physical network only needs to handle traffic for-

warding, while virtual networks are responsible for programming

service deployment and managing resources in a smart and au-

tomated way [385] . In addition, we can build multiple indepen-

dent and virtual network environments over the same SDI, thus

to provide a multi-tenant environment [384] . Despite this, traffic

belonging to different tenants should be isolated in case they mix

with each other and affect the regular data forwarding process. Un-

like traditional services that are delivered via specialized hardware,

SDI abstracts a virtualized environment that logically locates above

the physical network, such that the service deployment can be ful-

filled automatically and remotely instead of touching the underly-

ing physical infrastructure manually [321] . 

Generally, SDI intends to integrate the software defined com-

puting, networking and storage into a fully software defined data

center, in which the infrastructure can be fully deployed and con-

trolled by software (e.g., applications) without the interference of

human [350] . In the SDI based data centers, customers can focus

on defining their applications and operation policies, while the re-

quirements on infrastructure provision and configuration are au-

tomatically fulfilled by the orchestration software [351] . In legacy

data centers, the resources are used in a pay-as-use manner and

the amount of resources provided to customers does not change

despite the change of service demand [383] . On the contrary, SDI

enables a more flexible way for resource allocation by continuously

monitoring the network condition. Specifically, once the change of

service demand is detected, the orchestrator will intelligently an-

alyze customers’ needs and decide in real-time which and how

much resource can provide the best support. Then, the orchestrator

will automatically adjust the allocated resources to meet the policy

requirements [352] . 

Due to the software based features of SDI, it can be combined

with the technology of machine learning. On one hand, the ser-

vice orchestrator can leverage machine learning to learn from the

past experiences and lessons. On the other hand, based on big
ata, machine learning even offers a chance for service orchestra-

or to predict the future requirements and make the corresponding

reparations [353] . Currently, such machine learning based pre-

iction strategy is mainly used for VNFs. For example, Shi et al.

267] leveraged machine learning to analyze the large amount of

ata generated by users and to make the best decisions for VNF

eployment. By introducing such capabilities, SDI enables data cen-

ers with the ability of self-analysis. In this way, more and more

rojects are developed for studying and building suitable SDI for

urposes such as test and production (e.g., [20] , [49] and [354] ).

owever, considering the fact that cloud computing is the basics

f SDI, most TOs start building their SDIs by combining cloud

omputing and NFV. For example, CloudNFV [20] is a platform

ntegrating SDN, NFV and cloud computing, which offers a pro-

rammable infrastructure to customers. Another example is Open-

tack [49] which begins as a cloud platform. Then, it gradually in-

egrates the NFV features and develops essential plugins and APIs

or service providers and vendors to manage their infrastructure

asily and flexibly. 

Although SDI brings a lot of benefits such as automation and

exibility, it also introduces many potential pitfalls and challenges

uring its implementation and operation. As we know, virtualiza-

ion is inevitable for legacy systems in the transition to SDI based

ystems [355] . On one hand, the physical resources (e.g., CPU,

emory and storage) are usually provided by isolated purpose-

uilt servers which are maintained independently. Through the vir-

ualization of network resources, we can eliminate such isolated

ituation, and achieve dramatic cost reduction and agility improve-

ent. On the other hand, the virtualization of network would in-

vitably generate a large amount of virtualized workloads. In this

ay, the corresponding management, monitoring and maintenance

anner of the overall infrastructure should be altered in order to

etter satisfy the needs of these virtual workloads [356] . Neverthe-

ess, the current situation is that most enterprises are only able to

artially implement the virtualization of their infrastructure, due

o reasons such as cost and geographic locations. In this way, the

oexistence of consolidated virtual resources and the isolated phys-

cal resources would cause many unavoidable problems in terms of

ooperation and compatibility, which may be even worse in large

cale networks and finally lead to great complexity and cost [357] .

n addition, to satisfy the needs of these virtualized workloads and

he expectations of users, enterprises have to design their infras-

ructure environment on a per-service basis, which indicates that

ifferent resource allocation models should be developed to serve

ifferent services [358] . All these factors contribute to the com-

lexity of software defined infrastructure. 

The coexistence between traditional infrastructure and the soft-

are defined infrastructure is inevitable and has been around for

 long time, which cannot simply be solved by the new features of

DN and NFV. However, maintaining the two environments at the

ame time is unsustainable due to the increased complexity and

ost [359] . In this regard, the concept of composable infrastructure

360] is proposed as a transitional product, which allows opera-

ors to deliver new services across the traditional and software de-

ned infrastructures. With such hybrid infrastructure, many limi-

ations can be solved. In particular, on one hand, the customers

an use existing traditional applications to support the basic busi-

ess needs. On the other hand, SDI based applications can be com-

ined with technologies such as big data and cloud-native to fur-

her improve network profits and user experiences [361] . More-

ver, for the purpose of consolidating efforts from industry, most

omposable infrastructures have provided a unified API, such that

he third-party tools can be integrated with the software defined

nfrastructure [360] . Therefore, we can regard the composable in-

rastructure as a kind of ‘semi-SDI’. 
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Fig. 14. Basic architecture of conventional network, SDN and NFV. 
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.1.2. Software defined control 

SDN and NFV are two emerging paradigms designed to enable

ustomers and enterprises with a more agile and cost-effective

etworking architecture [77] , [345] . Their basic structures are

hown in Fig. 14 , along with the conventional networking archi-

ecture. Despite the fact that SDN and NFV are two different ideas

n terms of functionality and concept, they are highly complemen-

ary [373] . By observing Fig. 14 , we can notice that they abstract

he control logic from the underlying infrastructure, which enables

he programmability of both control plane and data plane. De-

pite this, it is aware that SDN and NFV are mainly focused on

he control plane programmability, such that enterprises and op-

rators can pay more attention on determining their operation and

ontrol logics in order to adapt to the dynamically changing re-

uirements [256] . For example, by softwarizing the infrastructure

latform, NFV offers a virtualized environment for executing and

eploying various SDN entities such as application [374] and con-

roller [375] . Besides, SDN offers a centralized network view and a

ertain extent of control plane programmability for users to main-

ain and operate the network toward a better condition [104] . 

The integration of SDN and NFV introduces an open source

ontrol plane with high programmability. On one hand, replacing

he proprietary hardware with the commodity server not only de-

reases the time for service to market, but also builds a scalable

nd elastic platform for supporting the control plane programma-

ility [376] . On the other hand, separating network functionalities

rom hardware and running them on commodity servers accelerate

etwork innovation and offer flexible network control and configu-

ation [377] . Taking these factors into consideration, SDN and NFV

ointly present a fully software defined control plane which can

exibly determine various network polices to optimize the network

erformance (e.g., reduction of cost and power consumption). For

xample, based on the control plane programmability offered by

DN and NFV, Luo et al. [329] carried out a dynamic controller

onsolidation and sleep mechanism to achieve high energy effi-

iency, while Kellerer et al. [378] intended to implement a network

easurement solution in terms of flexibility, scalability, etc. 

As explained, service function chain is one of the most im-

ortant use cases in NFV. On one hand, from the perspective of

DN, it offers a global network view for service function chain-

ng. On the other hand, the concept of VNF enables a flexible way

or service composition. These characteristics reflect the trend of

oftwarization which is discussed in many literatures such as Refs.

379] –[381] . Particularly, Duan et al. [379] discussed the challenges

aused by softwarization, while Gau et al. [380] and Zhang et al.

381] leveraged the benefits of softwarization to maximize the ser-

ice capacity and service provision scalability respectively. 

Due to the control plane programmability enabled by SDN and

FV, we can describe the control logics in software and execute

p  
hem via controller [362] . For example, the VNF related algorithms

iscussed in Section 5.4 can be implemented by the controller in

rder to achieve a better performance for service chaining and

rovision. From the perspective of service oriented control plane,

t has to cover the basic responsibilities that may be demanded

y customers, which include software defined topology, software

efined resource allocation, and software defined protocol [347] .

pecifically, for the software defined topology, it indicates the log-

cal forwarding topology for a given service chain consisting of

ultiple sequential network functions hosted on different physi-

al network nodes [363] . Nevertheless, the service provision re-

uires not only placing the required functions on physical nodes,

ut also configuring the network. In this regard, the topology dis-

overy technology should be well studied in order to provide the

p-to-date and real-time network condition [364] . For the software

efined resource allocation, it operates after the construction of

he logical forwarding topology. In particular, it requires to build

he mapping relationship between the logical topology and the

hysical infrastructure in terms of resource (e.g., storage and band-

idth) allocation [173] . In particular, the corresponding resource

llocation algorithms have already been discussed in Section 5 .

or the software defined protocol, it intends to design the proto-

ols that will be used by control plane to communicate with data

lane and application plane respectively, thus achieving the net-

ork programmability [365] . Apart from establishing the protocol

tack, dynamically adjusting the logical functional units according

o application type, service quality and physical resource mapping

hould be taken into consideration when fulfilling the protocol de-

ign [199] . 

.1.3. Software defined application 

SDN and NFV enable the appearance of various kinds of net-

ork applications which have different requirements in terms of

atency, bandwidth, etc. For example, some applications (e.g., video

elated) may demand large bandwidth, while other applications

e.g., online meeting) may be sensitive to the network delay. There-

ore, a unified application management system is required to ac-

ommodate the applications with different requirements [366] . In

he context of NFV, the concept of the software defined applica-

ion also includes various VNFs. In this way, the new features of

oftware defined applications are that they can be dynamically in-

tantiated and executed on the COTS based network according to

sers’ demands [196] . One or more VNFs can be used to constitute

ew services [239] . However, to create a new service with high

uality, the VNF placement and corresponding resource allocation

roblems should be carefully addressed, which have already been

iscussed in Section 5.1 . 

Due to the wide adoption of network virtualization, current ap-

lication services can be flexibly created and provided [281] . How-
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(  
ever, it is aware that the demand of these services may be changed

during their life cycles. Such situation is hard to handle in tradi-

tional networks that rely on purpose-built hardware. In contrast,

the virtualized network enables an easy way for resource recon-

figuration and re-allocation, such that the resources allocated to

each application can be customized. On one hand, the customized

approach increases resource utilization. On the other hand, the re-

source customization also results in management complexity, be-

cause it is carried out based on arbitrary user requirements [367] .

Unlike traditional network that offers one kind of application ser-

vice to multiple customers with the same quality, the software de-

fined application intends to offer differentiated service according

to users’ preferences and network environments [368] . This objec-

tive can be fulfilled by isolating network environments with dif-

ferent virtual resources, where each isolated environment should

offer customized resources for each application [369] . Despite this,

the management of these isolated and virtualized environments is

complex, and necessarily required. 

The service customization framework is very important to ad-

dress the above challenges. One typical example is the Application

Driven Network (ADN) [370] proposed by Huawei, which puts for-

ward that network design and evolution should be driven by net-

work applications and usages. In particular, this ADN architecture

is fundamentally different from the traditional network architec-

tures, which aims at optimizing network operation and resource

usage. Unlike ADN that presents an overall framework for various

applications, other researches focus on one particular application.

For example, Monshizadeh et al. [371] intended to create a threat

detection application for SDN, while Luo et al. [372] focused on

providing the context-aware traffic forwarding applications. Never-

theless, the users’ demands and the dynamically changing network

conditions should be taken into consideration when designing and

implementing these applications. 

Now, with the advent of 5G and IoT era, the number of end

user devices will reach billions [430] , which means that the quan-

tity and variety of applications are also going to increase dramat-

ically. In this way, the corresponding challenge is to build an in-

telligent application management system with the ability to main-

tain and operate such tremendous amount of applications in ac-

cordance with service profiles of use and location. Besides, with so

many applications that are software based and open source, they

are suffering a series of problems including security, authentica-

tion, authorization, etc. 

7.2. Softwarization in 5G 

Generally speaking, 5G indicates the 5th generation mobile net-

work which brings a significant improvement in the traffic process-

ing speed. Accordingly, high speed means large amount of data. As

for 5G, it has to support not only massive network connections,

but also an increasingly diverse set of services, applications and

end users. Currently, there are already a lot of researches present-

ing a comprehensive survey about 5G. For example, Tayyaba and

Shah [398] and Bouras et al. [399] discussed the challenges and

potential issues of integrating 5G network with other popular tech-

nologies such as SDN and NFV. Ordonez-Lucena et al. [400] partic-

ularly discussed the implementation challenges of network slicing

technology in 5G, while Gavrilovska1 et al. [401] and Agiwal et al.

[402] focused more on optimizing the 5G network architecture in

terms of technical requirements and the potential enablers. Differ-

ent from these researches, completely surveying 5G is not the main

scope of this work. We prefer discussing the potential relationship

between 5G and NFV, as well as how NFV promotes 5G in this sec-

tion. 

Actually, due to the highly complementary relationship between

NFV and SDN, they are usually used together to benefit 5G in terms
f network architecture, service provision, etc. For example, by in-

roducing the classical SDN three-layer structure into the 5G based

etworks (e.g., mobile network [386] , transport network [387] and

AN [388] ), a highly centralized environment is achieved, in which

he network monitor, configuration and policy enforcement can be

arried out easily and flexibly. In addition, by decoupling network

unctionalities from the hardware, Taleb et al. [390] demonstrated

 concept of “anything as a service” which allowed network oper-

tors to dynamically create and orchestrate 5G based services on

emand. Furthermore, Mechtri et al. [389] jointly introduced SDN,

FV and cloud into 5G networks, and proposed a service oriented

etwork architecture for the purpose of reducing the average ser-

ice creation time in 5G networks. Therefore, on one hand, en-

bled by the integration with SDN and NFV, the implementation

f 5G becomes feasible and reasonable. On the other hand, ben-

fiting from the features of 5G, many traditional paradigms such

s EPC, RAN and even satellite communications have regained high

ttention. 

Nevertheless, in order to embrace the benefits brought by the

ombination of 5G and SDN/NFV, the most important aspect is the

irtualization of various network functions (e.g., the S/P-GW func-

ions in EPC) in different network fields, such that these functions

an be managed in a more flexible manner via software. For exam-

le, by implementing the virtualization of EPC, Cau et al. [391] re-

arded the virtual EPC as a kind of service and deployed it over

 cloud infrastructure to support elastic service provision. Impor-

antly, due to the integration with SDN, these virtualized functions

re usually managed by the centralized controller. For example,

sentini, and Nikaein [392] relied on the SDN controller to ful-

ll the policy enforcement for virtual 5G enabled functions. It is

ell known that the centralized control suffers from scalability is-

ue. In this case, Aissioui et al. [393] applied the three-layer struc-

ure of SDN into the 5G supported cloud system, and separated

he control plane into global and local controllers for distributed

anagement, while Vilalta et al. [394] proposed to take charge

f heterogeneous domains with different controllers. C-RAN [174] ,

he integration of RAN and cloud, can better adapt to the grow-

ng bandwidth needs and various traffic patterns by centralizing

he control of wireless functions that run on COTS based hardware.

evertheless, in order to achieve benefits such as flexible mobility

nd high quality, 5G technology is inevitable for C-RAN. For exam-

le, Ref. [395] achieved flexible service-tailored mobility, service-

ware control and network-aware orchestration by using the net-

ork slicing technology enabled by 5G. With respect to the field

f satellite communication, 5G technology also brings a lot of op-

ortunities. However, due to the reliability consideration, the virtu-

lization happens in the satellite ground segment system. For ex-

mple, both Ref. [396] and Yousaf et al. [397] leveraged the con-

epts of SDN and NFV to build an architecture for applying 5G into

he satellite ground segment system, in which the integration with

DN and NFV is the key facilitator to better deliver the satellite

ommunication services. 

By observing and analyzing all these related work, we can dis-

over a trend that the network is becoming more and more soft-

arization under the driven of NFV and SDN. As for 5G, it also

enefits from such softwarization and obtains a major capability,

hat is, network slicing which actually reflects the trend of network

oftwarization [346] . The concept of network slicing in 5G usu-

lly refers to an independent connection of virtual resources and

unctions that are implemented and managed by software [403] .

he resources and functions in this slicing are used to satisfy cus-

omers’ requirements in terms of service quality, reliability, etc. The

ey feature of network slicing is that it allows the coexistence of

ultiple logically isolated network partitions over the same infras-

ructure [404] . In particular, the Next Generation Mobile Networks

NGMN) has published a white paper to identify the relationship
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etween network slicing and 5G, which intended to embrace the

enefits (e.g., flexible and fast service provision) enabled by SDN

nd NFV [405] . Nevertheless, due to the fact that the 5G technol-

gy is going to be used for a large variety of applications, it is

ssential to extend this network slicing concept to a wide range

f use cases especially those associated with SDN and NFV [406] .

owever, there are still some major issues should be addressed be-

ore achieving such goal. 

As explained, the network slicing is a key concept in 5G. How

o create network slices on top of infrastructure and manage them

hould be carefully addressed. First of all, network slices are usu-

lly used to serve independent elements. For example, one net-

ork slice can be used to provide an isolated environment for

NFs [407] . However, due to the real-world requirements for 5G,

he network slicing should be extended to support end-to-end ser-

ices or communications which include the consideration for soft-

are defined infrastructure and the entire service function path

408] . Currently, the SDN technology can be used for the software

efined infrastructure. However, SDN is primarily proposed for a

articular set of network scenarios such as data center and trans-

ort networks, while 5G is usually applied to wireless network sce-

arios. In this way, there exists a gap between current SDN tech-

ology and the requirement for end-to-end quality in 5G [409] . It

s desired that an infrastructure for 5G will support end-to-end

ontrol and management of slices and the composition of multi-

le slices, especially with the consideration of slicing over wireless

nd wired parts of end-to-end paths. In addition, due to the expec-

ation for 5G, it may be used to support various communication

rotocols (including those that have not yet appeared) in the near

uture [410] . To fulfill this target, infrastructure should be enabled

ith data plane programmability, namely, software defined infras-

ructure. Directly applying SDN for data plane programmability is

ot expected, because SDN primarily focuses on the softwarization

f control plane [256] . Despite this, we can combine SDN and some

ther tools to jointly fulfill this purpose. For example, P4 [96] is

 programming language designed to allow the data plane pro-

rammability, and Protocol Oblivious Forwarding (POF) [411] dis-

usses the potential of extending SDN to support new forwarding

rotocols. Through such combination, we may build the infrastruc-

ure for 5G with deep data plane programmability. 

Due to the sweeping trend of network softwarization, most op-

rators would like to softwarize everything in the network, thus

o meet various network management and service objectives as

any as possible [346] . However, it is aware that not every com-

onent of the infrastructure may be defined by software and made

rogrammable, considering the trade-off between programmabil- 

ty and performance [213] . As for 5G, such case is more obvious,

ecause some applications in 5G have stringent performance re-

uirements such as low latency and high throughput [412] . In this

ay, the infrastructure of 5G may need to support traffic classifi-

ation performed not only by flow-basis, but also by other metrics

nd bundles such as per-device and per-application basis so as to

pply software/hardware based solutions appropriately tailored for

ndividual use cases [413] . As explained, the high performance is

ypically guaranteed by dedicated hardware or hardware acceler-

tion technologies, while the programmability is offered by soft-

are. Therefore, it is necessary to clearly define the role of hard-

are and software according to the potential use cases when soft-

arizing infrastructure of 5G. 

Currently, the standardization work around 5G is in progress

y many world-known telecommunication consortiums like 3GPP,

hile there are also some SDOs (e.g., NGMN and 5GMF) partic-

larly focusing on the 5G softwarization specifications. However,

ost of those standards are not yet solidified. Besides, many well-

nown companies, such as the Verzon and AT&T, are already test-

ng 5G. Still, they do not announce any actual achievement to
he public. Thus, most experts even forecast that 5G will not be

idely available until 2020 [414] . The support of inter-operability

nd compatibility with legacy and non-virtualized network func-

ions is not yet investigated in 5G networks. All these lead to the

act that 5G is in the infancy. Fortunately, NFV and SDN, as two

romising paradigms, are expected to accelerate the standardiza-

ion process of 5G. The pressure of the explosive amount of traffic

enerated by worldwide mobile devices can be eased by the joint

rchitecture of SDN and NFV [401] . However, what concerned us

s that the traffic grows exponentially especially in high speed 5G

etworks. Once the amount of the traffic reaches a certain thresh-

ld, how to guarantee the performance is strongly worth thinking. 

.3. Softwarization in IoT 

The Internet of Things (IoT) indicates a system that connects di-

erse devices (e.g., phone, vehicle, sensor, etc.) to the Internet. Each

evice has a unique identifier (currently IP addresses) to commu-

icate with each other and the ability to transfer data over the In-

ernet without requiring human-to-human or human-to-computer 

nteractions [427] . However, considering the heterogeneous struc-

ure of IoT, the network connectivity among these devices should

e flexible and reliable across many scenarios such as homes and

ffices, because they need connectivity with not only other devices,

ut also the non-IoT world [428] . Currently, instead of using hard-

are based solution (e.g., VLAN) to manage access to these devices,

he solution (e.g., [65] and [66] ) offered by SDN and NFV is a bet-

er option, which leverages a centralized controller to carry out

ustomers’ plans on remote devices in terms of routing, resource

llocation, etc. 

Besides, among these diverse and dense IoT devises, there are

 lot of them offering universal network functions such as firewall,

raffic engineering and load balancing. In particular, such network

unctionalities are provided based on proprietary hardware. Once

ew requirements appear, a new generation of more sophisticated

nd costly hardware will be required to replace the old dedicated

ne [24] . In contrast, the network softwarization offered by SDN

nd NFV can bring hardware independence by decoupling network

unctionalities from hardware and implementing them as software.

n this way, the new network or service requirements can be ful-

lled with a simple software update [429] . However, since the

umber of devices connected to the Internet is estimated to reach

illion by 2020 [430] , the centralized management and control ap-

roach offered by SDN is obviously not applicable. In this aspect,

istributed approaches are more promising. For example, Abeele

t al. [442] proposed a distributed and intelligent architecture to

andle the hyper-scale data generated by these IoT devices with

he sensor functions virtualized, while Yigitoglu et al. [431] pre-

ented a distributed IoT orchestration architecture which enabled

n intelligent partition of a real time IoT computing task into an

ptimal coordination of server-side processing and IoT object side

rocessing. 

The integration with SDN and NFV offers great network agility

or managing tremendous amount of end devices in IoT. Specifi-

ally, on one hand, NFV introduces the concept of VNF which can

e adopted to deliver the customized network services demanded

y IoT. On the other hand, SDN offers a centralized way for manag-

ng and orchestrating flows over distributed IoT networks, which is

ore flexible and cost-saving. In this regard, a lot of research work

rom both industry and academia have been carried out. For ex-

mple, the HP enterprise has highlighted the positive effects that

DN and NFV may have on IoT, which are published in a business

hite paper [439] . As explained, programmability and virtualiza-

ion are two main features enabled by SDN and NFV. Based on this,

mnes et al. [12] built a programmable and virtualized network

nfrastructure for IoT, which was expected to handle some identi-
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fied IoT challenges, while Du et al. [441] intended to build a soft-

ware defined IoT data plane. Although they both focused on cre-

ating a software defined infrastructure for IoT, they were actually

different, because Ref. [12] was service-aware and Ref. [441] was

context-aware. In addition, SDN and NFV also offer opportunities

for applying IoT to other fields. For example, based on the net-

work softwarization enabled by SDN and NFV, Salahuddin et al.

[4 4 4] built an IoT system for smart healthcare applications and

services, while Hegyi et al. [445] applied the edge cloud benefits

to the deployment of IoT. Furthermore, a detailed survey on apply-

ing SDN and NFV to IoT could be found in Ref. [446] which out-

lined the ways for SDN and NFV combination, and reviewed some

general SDN/NFV enabled IoT architectures, along with the real-life

deployments and use cases. 

IoT actually means tremendous devices continuously generat-

ing and exchanging massive data. On one hand, such enormous

data can be replicated a lot, which means a lot of redundant in-

formation and results in high network burden [432] . On the other

hand, these data usually require to be handled in real time [433] .

However, due to the latency and bandwidth limitation, not all of

them can be analyzed in time. Current approaches used to achieve

the real time operations are generally based on edge computing

to cache contents at the network edge for local information pro-

cessing or making them available for subsequent requests from the

same domain [440] . In this aspect, SDN offers a global network

view to help the cache deployment, while NFV offers a flexible im-

plementation for in-network caching functions. Despite the bene-

fits enabled by SDN and NFV, we should be aware that their in-

herent limitations are suffered by IoT due to the integration [440] .

On one hand, the most obvious limitation of SDN is the network

performance bottleneck caused by the centralized controller, which

has already been explained. On the other hand, the function virtu-

alization enabled by NFV brings challenges as well as benefits. For

example, by packing the virtualized functions in a portfolio, Her-

nando et al. [443] offered an inexpensive solution for supporting

most IoT physical communication options. However, this operation

actually exposes a virtualization domain to the attackers, which

may lead to security and privacy problems. 

Network softwarization enabled by SDN and NFV is currently

being accelerated by many technical and economic drivers such

as increased performance of processing and storage at continu-

ously decreasing costs [434] . This trend will have a huge impact

on reshaping current IoT ecosystems and creating new opportuni-

ties, because softwarization will gradually and inevitably eliminate

the boundary between the Internet and the elements connected

to it [435] . In such situation, more and more powerful IoT devices

(e.g., user terminal, machine, robot, etc.) will perform like network

nodes that store data locally and even execute network functions

and services [436] . Therefore, the implementation of softwarization

at the edge network and IoT will constitute a borderless platform

with logical resources, which is fully decoupled from the under-

lying physical infrastructure and spanned across devices, network

nodes, and up to the cloud. Multiple services can be dynamically

created and provided through this platform. From this perspective,

network softwarization benefits not only IoT, but also other tech-

nologies such as big data and digital money, thus creating a huge

wave of innovation across all industries and paving the way to-

wards a digital society [437] . 

7.4. Softwarization in ICN 

Information-Centric Networking (ICN) is an emerging network

paradigm proposed to address the huge mismatch between the

rapid growing content (e.g., audio or video) requests and the host-

centric network model [438] . The main feature of ICN is that it

defines a unique name for each content, such that the data can be
ccessed by the name instead of IP address. Since the in-network

aching is used in ICN, users can get the required content from

he nearest content holders directly [415] . In this way, the con-

ent in ICN becomes independent from the location, storage and

ven transportation, which enhances many features such as secu-

ity and mobility. Based on this, many independent frameworks

or ICN were proposed, for example, Li et al. [416] and Nishiyama

t al. [417] which indeed accorded with the characteristics of ICN

nd addressed many issues. Despite this, there are still many is-

ues that cannot be solved by these frameworks, for example, the

remendous amount of content names. In fact, using the content

ame to search data is a new data plane forwarding mechanism

ifferent from the IP based one in Internet. In this regard, the data

lane programmability of ICN should be enabled. 

Currently, the integration between ICN and SDN/NFV is widely

ecognized, because they can enable ICN with a certain extent of

ata plane programmability and network virtualization. For exam-

le, by virtualizing the edge functions, Ravindran et al. [418] pro-

osed an ICN based edge cloud framework which supported SDN,

FV, ICN protocols and exploited ICN features (e.g., name based

outing and caching) to provide real time and non-real time ser-

ices. In addition, different ICN architectures are designed to satisfy

arious requirements. Due to the data plane programmability and

irtualization enabled by SDN and NFV, we can deploy multiple

CN architectures over the same physical infrastructure. For exam-

le, in order to fully support the ICN features, Ren et al. [419] built

 unified framework with such two capabilities enabled, while Tra-

ano and Fernandez [420] allowed network orchestration and high

calability at runtime based on SDN and NFV. In this situation,

oth of them were able to dynamically adjust the content caching

ccording to business needs. Salsano et al. [421] introduced a con-

ept of generalized virtual networking which offered a framework

o influence the routing of packets based on service level informa-

ion carried with the packets. Such framework was based on a pro-

ocol header inserted between network and transport layers, and

hus it was seen as a layer 3.5 solution. Based on such design, this

ramework demonstrated to support ICN, NFV and SDN. Ueda et al.

422] integrated the name look-up principle of ICN into the soft-

are switches (e.g., Open vSwitch) supported by virtualized infras-

ructure. Based on this, the ICN packets could be forwarded with-

ut the long prefix match searching and the computational over-

ead was also mitigated. 

Overall, the integration with SDN and NFV brings many ben-

fits to ICN. Likewise, ICN introduces a new way for service pro-

ision in SDN and NFV. For example, by regarding the virtualized

etwork functions as the content, it is easy to determine where

o place the required network functions precisely. Based on this,

rumaithurai et al. [423] proposed a function centric service chain

olution which could react to failures with fewer packet loss and

dapt to new network functions quickly. In addition, based on the

haracteristics of ICN, services can be separated from their loca-

ions in the network. Arumaithurai et al. [424] leveraged this fea-

ure of ICN to enhance the service composition and provision in

DN and NFV, which not only enabled a dynamic instantiation of

etwork functions, but also resulted in efficient, scalable and reli-

ble service provision. Besides, through data plane programmabil-

ty and network virtualization, operators can take part in the pro-

ess of end-to-end service delivery in terms of service composition,

rchestration, routing and resource allocation. 

Despite the benefits of SDN and NFV, many innovative network

unctions (e.g., name based routing) in ICN are not supported by

urrent network devices. Targeting on this point, the programma-

ility and virtualization capabilities can actually be used for the

eal implementation of ICN. For example, Ren et al. [425] proposed

 novel ICN deployment framework by using a lot of software com-

onents, while Ravindran et al. [426] built a general, flexible and
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pplication-driven framework for ICN by using the network slic-

ng concept in 5G. In addition, it is worth noting that ICN intro-

uces the named data as the network primitive. Thus, the amount

f content names would increase explosively (may follow exponen-

ial distribution) with the development of ICN. As a result, how to

eal with such tremendous amount of names must be figured out.

. Conclusion 

The network is becoming more and more ossified and inflexible

ith the increasing amount of middle-boxes. NFV has been pro-

osed to eliminate such situation by decoupling network functions

rom the proprietary hardware. Such decoupling enables a strong,

calable and elastic ecosystem, in which the network management

nd orchestration are automated. In this case, the network opera-

ors and service providers can run software based functions (i.e.,

NFs) on COTS based servers instead of purpose-built hardware,

hich actually reduces CAPEX and OPEX. In addition, consider-

ng the complementary relationship between SDN and NFV, more

nd more researches are focusing on applying this integrated ar-

hitecture into other scenarios such as 5G and IoT. Therefore, it

s promising that the NFV and SDN integrated architecture would

ead the networking trend (i.e., softwarization) in the near future. 

In this paper, we present a comprehensive survey of NFV which

ncludes three big parts, that is, the basic concepts of NFV (includ-

ng motivation, terminologies, standardization efforts, history and

rchitecture), VNF related algorithms (including VNF placement,

cheduling, migration, chaining and multicast), challenges and fu-

ure directions. In particular, the NFV architecture is introduced

sing a bottom up approach in order to highlight its hierarchical

tructure. Besides, the combination between NFV and SDN has en-

bled a trend towards network softwarization. Thus, the future di-

ection is particularly discussed around such softwarization topic

n order to drive NFV moving forward. Nevertheless, NFV is still in

he infancy. Therefore, we will continuously focus on the extensive

ctivity around NFV in the near future as there are so many new

opics to be explored, for instance, the migration path to NFV, NFV

nter-operability and service composition. 
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