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Abstract

In the modern era of computation, Internet of Things (IoT) has attracted more and more attention for implementing
automation based high quality eco-system, innovative and reliable services, and improved productivity. That is why,
IoT is presently spanning over a diverse range of applications in the fields of education, healthcare, agriculture, military,
industry, etc. The resources IoT requires in those applications are heterogeneous in nature, for example, storage,
processor, network, sensor nodes, energy, etc. The obvious challenge is how to manage these limited resources efficiently.
Quite recently a number of attempts have been made towards an optimal resource management using various scheduling
schemes. This paper broadly divides these scheduling schemes into three aspects, namely Quality of Services (QoS),
IoT architecture, and IoT network infrastructure. The paper also presents an analysis based on different metrics of
IoT resource scheduling and a comparison among different resource scheduling techniques. A section of this analysis is
dedicated to the simulation model analyses involved in different scheduling schemes. Finally, we believe there is still a
lot of scope in improving IoT resource management maintaining the overall quality needed. The paper considers with
such a future direction of research in this field.

Keywords: 10T, Heterogeneous resources, Resource management, Scheduling, Simulation tools

1. Introduction IoT Resources

Internet of Things (IoT) aims to bring the objects of
our day to da_“y life under a network' and make ther'n pT“O- Resources Corresponding Resources Corresponding
grammable with the help of some eminent technologies like to Nodes/Things to Channel/ Network Resources
Radio Frequency Identification (RFID), Ubiquitous con- \ \

nectivity, and sensor network technologies (Ashton! 2009; gtzi;gg}; PP{{ZSS(;I;EZZSS ChigzngB;I;iZ‘:fth
Rowland et al., |2015; (Whitmore et al., 2015). Thus, IoT Computational Resources Traffic Analyzer
intends to achieve pervasive M2M (machine to machine)

connectivity and to provide secure, real time services such Fig. 1. Classification of IoT resources

as remote monitoring, sensing, tracking, locating, schedul-
ing, controlling, planning, maintenance, data mining, de-
cision support, and others for a connected world that is
highly scalable, energy efficient, productive and environ-
mental friendly (Zhou, 2013)). So, basically IoT is a com-
plex distributed eco-system where the things are connected
with each other and working together towards a goal. The
complexity of IoT eco-system can be understood consid-
ering the heterogeneous and dynamic nature of resources
associated with the numerous nodes of this eco-system.
The physical resources of an IoT eco-system are the
nodes connected together to form that particular eco-system:;
each of these physical resources/devices is assumed to have
one or more internal resources which can be identified by

a Uniform Resource Identifier (URI) (Rahman & Wang|
2016]). These resources can be the computational resources,
storage capacity, and energy resources. Another type of
ToT resource is the resources corresponding to the commu-
nication channel or the network resources. Fig. |1| shows
the different types of IoT resources that are used in several
scheduling processes in IoT resource management.
Resource management is one of the most important
tasks in distributed systems and has been a subject of
research for years. An efficient resource management in-
volves discovering and identifying all available resources,
selecting appropriate resources, and partitioning and pro-
visioning them to optimize the utility function which can
be in terms of overall performance, cost, energy efficiency,

*Corresponding author information accuracy, coverage, reliability, etc. (Buyya
Email addresses: abishi.chowdhury@gmail.com (Abishi & Dastjerdi} 2016). Several potential research regarding
Chowdhury ), saraut@cse.vnit.ac.in (Shital A. Raut) resource management in different computing areas have
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already been exhaustively carried out. Still, IoT resource
management is an open challenge for the researchers that
call for innovative solutions. The following prime reasons
make the task more onerous:

e heterogeneity of various types of IoT resources

e dynamic nature of IoT eco-systems and system re-

sources

e resource constraint IoT nodes

e failures of diverse IoT eco-system resources can lead

to performance degradation

To overcome these aforementioned challenges, schedul-
ing the tasks (may be an IoT user request that can be a
combination of several other tasks or some internal task
of an IoT eco-system) on appropriate available physical
resources becomes necessary. Sometimes, the real time
applications of IoT need to follow a strict deadline; there-
fore, it is the responsibility of the scheduler to manage the
ToT resources in such way that scheduling process can meet
the deadlines. Fig. [2|shows the taxonomy of entire IoT re-
source management activities. Resource or service discov-
ery is the first step of resource management which targets
to identify and locate the actual device and then discover
the objective service that needs to be invoked. The sec-
ond step for satisfying resource provisioning requirements
in IoT is to efficiently partition the resources and obtain
a higher utilization rate. This concept is immensely used
in another distributed computing system i.e. cloud com-
puting through virtualization techniques and commodity
infrastructures.

Inadequacy of an efficient resource discovery algorithm
can result in runtime failures, execution delays, energy
outage, and poor user experience. An effective schedul-
ing algorithm (Liu et al.| 2014a) that dynamically selects
centralized or flooding strategies can reduce the consumed
energy which is the primary resource of IoT, even though
some other parameters for example latency and mobility
should be shared in to provide a convenient solution for
IoT, considering its dynamic nature.

1.1. Motivation for Research: The Challenges

One of the biggest challenges in the area of parallel
and distributed computing paradigm is the competence to
manage heterogeneous types of tasks while ensuring the
Quality of Services, Automatic Management of resources,
different types of Architecture and Network Infrastructure
requirements.

e Resource scheduling in IoT complex eco-system is a
process of dynamic allocation of IoT workloads af-
ter effective resource/service discovery and resource
provisioning process. This study points out the dif-
ferent available resource scheduling algorithms based
on specific scheduling criteria.

e We recognize the importance of methodological sur-
vey on IoT resource scheduling as so far from the best
of our belief there is no comprehensive survey avail-
able regarding this topic. Therefore, we have listed

down some of the major scheduling techniques, avail-
able simulators, and relevant research directions in
this area with the expectation that this can be a brief
manual to understand the area for the new comers
in this field.

1.2. Our Contributions

In this review, we firstly realize the importance of re-
source scheduling and the overall scheduling process in an
IoT environment. Our main focus is on the analysis of
different scheduling techniques which can be used to fetch
the full leverage of IoT resources. Some of the key features
of this analysis are:

e Figure out the essence of IoT resource scheduling
and the issues and challenges that need to be tackled
during resource provisioning and scheduling.

e [llustrate the overall ToT resource scheduling phe-
nomenon.

e There can be different parameters for IoT due its
vast application domains. Identification of such pa-
rameters that are used for IoT resource scheduling.
Resource scheduling considering target QoS.
Architectural based different scheduling techniques.
Underlying network based scheduling techniques.
Comparison among various scheduling techniques and
listing different simulators used for evaluation of these
techniques.

e Some emerging future research trends regarding IoT
resource scheduling.

The rest of the paper is organized as section [2| elabo-
rates the significance of IoT resource scheduling. Section 3]
shows the concept of IoT resource scheduling process. Sec-
tion [] describes different aspects of IoT resource schedul-
ing and under this, section [£.I] explains the QoS aspects
of IoT and several scheduling techniques based on QoS
requirements, section shows the scheduling schemes
based on different architectures, some network infrastruc-
ture based scheduling schemes have been described in sec-
tion [£3] Section [§] discusses the analysis part; under this
section[5.I]describes different metrics based analysis of IoT
resource scheduling, section[5.2] shows a comparison of dif-
ferent IoT resource scheduling techniques, and [5.3] presents
the simulation model analysis. Section [6] contributes dif-
ferent research needs regarding resource scheduling in IoT
and finally, section [7] concludes the paper.

2. Significance of Resource Scheduling in Internet
of Things (IoT): The Issues and Challenges

Resource scheduling in IoT indicates the process of co-
ordination between different IoT resources that the IoT
services access in the IoT environment. The scheduler
needs to keep the track of IoT resources that are used
to serve different IoT services (Buyya & Dastjerdi, [2016]).
Tracking of resources is one of the prerequisites for the
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Fig. 2. IoT resource management activities

implementation of resource optimization techniques at the
sensors/IoT levels (eg. Data streaming according to IoT
application needs). Effective scheduling of these resources
is no doubt a great challenge and it has to deal with several
issues. A few of these has been listed below:
e Heterogeneous tasks, and heterogeneous and dynamic
nature of resources in IoT
e Resource constraint IoT nodes: mainly, energy re-
source, storage resource, and processing power
e Dynamic and real-time applications of IoT
e Services based scheduling, priority estimation of ser-
vices and scheduling on that basis
e Reliability issues for services and nodes of IoT
e Channel interference in the case of channel based
scheduling

While handling these issues, the scheduling process
must take care of the metrics of scheduling which need
to be either minimized or maximized (see table[1)).

In this context, before starting any scheduling process
some questions or research challenges need to be addressed
and as a solution of one or more challenging questions,
scheduling of resources occurs. Some of the important
research questions that result in resource scheduling in
IoT environment are: How to handle coexistence issues in
sensor networks? How to handle co-channel interference?
How to respond a user request for heterogeneous devices?
How to manage the power consumption in IoT devices?
How to handle spatial request for IoT devices? How to
handle M2M traffic? How to allocate cloud resources in
an IoT environment? How to manage virtual machines for
heterogeneous task allocation? How to manage the load
in an IoT device? How to reduce the waiting time for a
service? How to reduce the communication cost? How

Table 1: Objectives of IoT resource scheduling

Metrics Need to be
Throughput (T) Maximize
Response Time (RT) Minimize
Latency (LT) Minimize
Fairness (F) Maximize
Jitter (J) Minimize
Traffic (TF) Minimize
Average Waiting Time (AWT)  Minimize
Delay (D) Minimize
Load (L) Minimize (Balance)
Reliability (R) Maximize
Information Accuracy (IA) Maximize
Coverage of IoT (Cov) Maximize
Energy Consumption (EC) Minimize
Network Life (NL) Maximize
Blocking Probability (BP) Minimize
Co-channel Interference (CCI)  Minimize
Service Cost (SC) Minimize
Service Time (ST) Minimize
Resource Utilization (RU) Maximize

to reduce the packet loss rate? How to reduce the block-
ing probability of incoming requests? How to increase the
throughput in an IoT network? How to ensure the ac-
curacy level of generated information? How to manage
resources in heterogeneous network architecture? How to
develop a single architecture that can satisfy QoS require-
ments of IoT users? How to get the maximum utilization
of the IoT resources?

Now, a question that can arise here is, though there are
already several state-of-the-art algorithms available in the
two enabling technologies (directly correlated with IoT)
(Lin et all [2017) of IoT, i.e. cloud computing as well
as Wireless Sensor Networks (WSNs) for resource man-
agement. So, why not these techniques can be used for



IoT resource management as well? The answer is that
the traditional server scheduling techniques in cloud com-
puting cannot be able to serve IoT as it comprises innu-
merable heterogeneous devices and real time applications
which are lacking in standardization. Therefore, to satisfy
ToT users’ expectations, the conventional cloud scheduling
techniques should be upgraded so that it can efficiently
schedule and allocate resources to the IoT requests (Nar-
man et al) 2016). On the other hand, WSN, consists of
different homogeneous and heterogeneous sensors, aims to
gather data from these sensors of the subject environment.
To answer the need of IoT applications, WSNs have been
upgraded to form IoT network through technological evo-
lutions (Castellani et al.,|2010; Mainetti et al., 2011). Sav-
ing battery power is the most important issue in WSN as
each sensor node is energy constraint and it will be dead
when it is out of energy. Therefore, to enhance the net-
work life, there are several scheduling techniques to reduce
the energy consumption while collecting and sending data
to the sensor nodes (Anastasi et al.,|2009)). All these tech-
niques are not ample for IoT scheduling as IoT Scheduling
covers a larger domain as compared to the WSN schedul-
ing techniques.

To learn about the diverse scheduling techniques over
this large domain, first we need to understand the resource
scheduling process in an IoT environment.

3. Resource Scheduling process in IoT Environ-
ment

Resource scheduling is required at different levels in
IoT eco-system, whether it is at data center level, inte-
grated cloud level, any user application level or sensing
level. The entire ToT scheduling process goes through a
number of necessary steps as depicted in Fig. Data
storage in an [oT system can be done on cloud, databases
or small data sessions. This data storage mechanism re-
quires scheduling which can be done using the services
like broker (in some specific network architecture, a node
can be selected as broker through which data transfer and
communication occurs between several other nodes in or-
der to avoid multiple links). At the heart of IoT, there
are sensors from which data are collected based on which
desired actions can be taken. The sensing process also
requires scheduling for efficient utilization of the sensing
devices. Each of the components in the diagram (such as
Broker, High Performance System, User Interface, API,
System Interface, and Data Storage System) depicts that
this component requires scheduling for improvements in
specific functionalities. There are user interfaces through
which IoT users can interact with the IoT enabled sensor
devices whenever they need some IoT services. Scheduling
is required at these interfaces for proper queueing of the in-
coming requests. The cloud service provider efficiently re-
turns back the query result associated with the database to
the user by allocating virtual machines (VMs) and specific
data sessions. There are also some APIs through which
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Fig. 4. Primary aspects of IoT scheduling

IoT users can change or modify some decision making
processes of IoT services. Another component of IoT ser-
vice system is system interface that automatically handles
IoT resource issues like channel congestion in IoT network,
co-channel interference, delay, (Liu et all [2014b; Vassaki
et all 2016) etc. For functioning of each of these compo-
nents, an effective scheduling process which consists of four
primary steps such as resource identification, parameter
identification, apply minimization or maximization crite-
ria and decision about the resources, is mandatory. There-
fore, each component involves specific scheduling schemes
in order to efficiently handle the associated process and to
achieve maximum benefit for the different aspects of IoT
resource scheduling. Fig |3| shows this entire phenomenon
of resource scheduling in an IoT environment.

4. Aspects of Resource Scheduling in IoT

Resource scheduling in IoT depends on several aspects
of IoT environment. The service provider selects appro-
priate scheduling scheme based on the aspect that should
be considered for particular application or user request
purpose. Also, the scheme should be so efficient that
the accuracy of outcome can reach the optimum level of
users’ expectations as well as it should provide a good
revenue and valuable reputation to the developers and ser-
vice providers. So far from the research related with IoT
scheduling, three clear aspects have been pointed out as
shown in Fig. which are quality of service, IoT archi-
tecture, and IoT network infrastructure.

4.1. Quality of Service (QoS) in IoT

A non-functional component, QoS of a system or ser-
vice provider can be defined as the potential of providing
services up to a level of satisfaction. As an emerging dy-
namic technological paradigm, IoT involves a vast amount
of heterogeneous devices, enormous complex data, and ac-
tions such as collection, processing and storing. So, IoT
needs an optimal QoS architecture to provide excellent ser-
vice quality. Even though a variety of QoS models have
already been evolved for traditional wireless and cloud
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based networks (Al-Fagih et al. [2013} [Li et all [2012al),
but these are not sufficient for dynamic IoT environment.
Therefore, there is an immense need to reconsider the es-
sential QoS attributes such as Information Accuracy, FEn-
ergy Consumption, Network Life, etc. for IoT which is
far advanced than traditional QoS attributes, for exam-
ple, Response time, Delay, Throughput, Average Waiting
Time, etc. Providing all these QoS to the IoT applications
requires specific scheduling strategies which will provide
flow isolation and end-to-end guaranteed quality of ser-
vice . However, a single scheduling scheme
is not sufficient due to the features of distinct quality of
services of each service. Accordingly, selecting a conve-
nient scheduling algorithm is very critical to provide QoS
in order to achieve the desired performance in IoT network.

4.1.1. QoS based Scheduling

Task scheduling with the guarantee of QoS is very cru-
cial in real time dynamic IoT environment. This section
covers various scheduling techniques which have consid-
ered traffic, load, energy, response time, waiting time, in-
formation accuracy, blocking probability and throughput as
prominent parameters for QoS optimization. There are
mainly four types of resources; virtual resources, network
resources, energy resources and application layer resources
that should be managed efficiently to improve QoS in IoT
eco-system. To manage these resources different favorable
techniques have been adopted based on which effective
scheduling schemes have been proposed. Fig. reflects
different types of QoS scheduling techniques.

(a) Virtual resource management: Management
of virtual resources involves creation, allocation and re-
moval of the virtual resources. IoT can be integrated with
cloud computing environment in which virtual resources
like virtual machines exist. A very well-known optimiza-
tion technique called Particle Swarm Optimization (PSO)
can manage the virtual machines while allocating workload
over a set of available virtual resources. Load Balanced
Particle Swarm Optimization scheduling
technique dynamically schedules heterogeneous tasks to
the relevant virtual machines and also monitors load in
such a manner so that it can be distributed equally across
machines. Hence, in addition, a reduced overall response
time can be achieved.

Another approach (Moschakis & Karatzal 2015) uses
Simulated Annealing in which multiple clouds are avail-
able in the IoT eco-system. In the multi-cloud model,
clouds are connected with a global dispatcher (GD) and
each cloud can have its own cloud dispatcher (CD) through
which IoT jobs are distributed among different clouds for
computations. The number of available virtual machines
(VMs) in each cloud is modeled by random normal dis-
tribution so that the dynamic nature of cloud system can
be reflected. To model IoT workloads, with few modifica-
tions, Lublin99 (Lublin & Feitelson| 2003), a trace gener-
ator, is configured to process the vast amount of IoT data
in semi-real time order.

There are a few techniques which can provide services
for CPU mapping using service level agreements
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& Viniotis, 2017). Techniques can also be used to man-
age virtual resources for multiple tenants in cloud envi-
ronment. Service level agreement (SLA) which is used to
manage the service provided to the user; can be applied
with the message arrival pattern information to provide
the better resource allocation and decision making. Using
these techniques virtual resources can be managed in an
IoTCloud integrated environment.

(b) Network resource management: There are
variety of network services available in an IoT eco-system;
these include delay sensitive services, real time services,
prioritized services, and so on. Network services can be
mapped to the network traffic requirement, spectrum uti-
lization requirement, sensing requirement, etc. Scheduling
for network resources is required to earn the following ob-
jectives:

e Reduce communication cost.

o Efficient management of sensing expenses.

e Maintaining delay sensitive services.

e Managing the real time services and reducing block-

ing probability.

e Efficient spectrum sharing.

Mathematical programming model can be used to set a
trade off between different network parameters in order to
achieve the target objectives. The overall throughput at
any sensor node can be modeled using mathematical pro-
gramming method (Li et al.l |2014)). Let, nodes in sensing
layer are denoted by n;(j = 1,...,N), and m;(i =1, ..., M)
is the 44, node in network layer, the bandwidth allocation
function is denoted as B;; and P;; is the overall power con-
sumption, then the throughput at node n; can be obtained
as:

N ~
ri= (1 —cij)p;Bijlog(l + —g%w”) (1)

j=1 B

where, €;; is average bit error rate over the link (4, j), the
system efficiency is denoted by ¢;, the assigned bandwidth
to link (4, j) is Bij, §i; is communication channel acquisi-
tion, and w;; is transmission power of node m;. Further
mathematical programming model can be used to improve

‘7 Sensing Area

Fig. 6. QoS activities in sensing layer
using Mathematical Programming Model

the information accuracy, energy consumption, and some
other parameters as shown in Fig. [f]

Real time IoT applications, and delay sensitive IoT
data need an instant delivery. Therefore, it is necessary
to reduce the blocking probability of services. In this con-
text, the QoS alert scheduling model (Sharma & Kumar,
2015) can be used which classifies the incoming traffic into
prioritized and non-prioritized traffic, and stores the first
one in a high priority queue, and the second one in a low
priority queue with weights assigned to each queue (Geng
et al.l [2012)). A probabilistic Markov chain based Contin-
uous Time Markov Chain (CTMC) model can be used to
represent this weighted prioritized system.

Another approach, a service centric continuous time
Markov Chain (CTMC) traffic modeling can be used to
calculate the overall spectrum utilization and the two im-
portant QoS dynamics, i.e. service completion time and
queueing delay for both real and non-real time services
(Sharma & Kumar} [2015; Eswaran & Bapat, 2015). Fur-
ther, a probabilistic prediction based joint packet schedul-
ing scheme (Sharma et al., [2015) can be used for dynam-
ically allocating bandwidth and reducing the waiting time
of high priority delay sensitive IoT traffic as well as main-
taining a tolerable waiting time limit for other services
also. A hybrid scheduling scheme (Li et al., 2012b) uses
preemption for delay sensitive traffic, but it is not granted
for non-delay sensitive traffic. This is evident that delay
sensitive traffics are of high level of importance; therefore
it is necessary to grant preemption for these traffics so that
the execution can be done as soon as possible. And as the
preemption scheme results in a longer length of waiting
queue, it is convenient not to grant preemption for non-
delay sensitive traffic. Thus, it is possible to reduce the
length of waiting queue, and avoid the overflow condition.

(c) Resource’s energy management: As sensor
nodes are energy constrained devices, so, scheduling pro-
cess must concern about less energy consumption during
message passing. To improve the overall IoT system effi-
ciency, the direct links from sensor nodes to the sink can



be minimized as it will reduce the service response time,
and energy consumption in a brokered IoT architecture
(Abdullah & Yang, 2013al). In this architecture, each IoT
subgroup consists of a set of sensor nodes. Within a sub-
group, there is a broker, and every time a new sensor node
is selected as a broker. This selection is done with LEACH
protocol (Tyagi & Kumar, 2013). It is a self-organizing,
adaptive clustering protocol which is used to distribute
energy load evenly among sensors within a sensor network
with the help of randomization technique. After receiving
the messages from a particular IoT subgroup, the broker
compresses and amplifies the signal for sending the mes-
sages safely to the destination. To model the arrival rate
and service rate of the messages from sensors nodes within
IoT subgroups, M/M/1 queueing Model (Adan & Resing,
2015; |Abdullah & Yang, |2013b)) can be used. It represents
a system like a queue where there is only one server for
processing. Here, jobs arrive like Poisson process and their
service times have an exponential distribution. The QoS-
aware scheduling scheme, executed at each broker level,
is used to calculate traffic intensity using arrival rate and
service rate of the incoming messages. The incoming mes-
sages are sent to the queues for processing according to the
priority. The messages are classified into two classes; emer-
gency messages (EM) those are of high priority messages
and best efforts (BE) which are non-critical messages. The
primary aim of the scheme is to reduce the message deliv-
ery time which in turn reduces the service response time
and overall energy consumption.

Furthermore, to retain continuous and non-disruptive
flow of services served by the things/sensors, it is neces-
sary to deal with faulty or failed nodes. If the faults or
failure can be identified on time then the initial recovery
or replacement will be possible which helps to improve
overall system efficiency. Using this concept, an extended
version of (Abdullah & Yang) 2013a)) considers node fail-
ure during energy efficient scheduling of messages within
IoT subgroups (Abdullah & Yang), [2014). The concept is
whenever a node is detected as faulty, first try to repair
that node using techniques in (Zhang et al.| 2012} Munir &
Gordon-Ross| [2011)). If, the node cannot be repaired, then
a back up node selection procedure finds the right level
of back up nodes taking failure rate and already set up
ToT subgroups configurations as input. Thus, the method
checks the system's overall energy deficiency, repairs faulty
nodes or selects right number of back up nodes for constant
flow of services.

Energy based scheduling can be done using an energy
consumption analysis of the virtual machines, task execu-
tion, and available physical resources (Xing et al., 2017).
Energy consumption for a complete IoT application can
be calculated as a sum of the base energy, task execution
energy, idle energy, and virtual machine running energy.
Based on these information, scheduling of tasks can be
done such that overall energy consumption can be mini-
mized.

While processing soft real time tasks in an IoT envi-
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\

ronment, the major energy resources are IoT nodes, gate-
ways, and servers. Therefore, two energy efficient schedul-
ing algorithms, i.e. global algorithm and local algorithm
(Sarangi et al., |2018) handle the information exchange
strategy of different neighboring and distant nodes of IoT
network maintaining the required deadlines (loose and tight).
Global is preferable when deadline is loose, else, local should
be followed. Thus, an optimal energy consumption policy
can be achieved.

(D) Application layer resource management: Schedul-

ing the resources in IoT system requires information about
the current state of the resources or services which will
help further scheduling of these resources. A set of mea-
surement metrics at application layer can be used to get
the information about the services and IoT nodes. Based
on this information, a QoS manager tries to efficiently
schedule the IoT services using a Markov Decision Process
(MDP) which converts the overall scheduling problem to a
maximization problem (shown in Fig. [7)). Fundamentally,
MDP (Marini & Walczakl 2015} \Givan & Parr, [2001)) is a
non-deterministic search problem where action outcomes
depend only on the current state. An MDP is defined by
five-tuple (@, A, P, R, 0), where, @ is a set of states, A is
a set of actions, P is the probability that a € A from
q € Qleads to ¢, i.e. P(¢|q,a), R is the reward function
(q,a,q/), i.e. the immediate reward after the transition
from state ¢ to ¢ and & is a discount factor § € [0,1],
which is responsible for preferring rewards now than later.
The values of rewards decay exponentially and thus a re-
ward which is n steps away is discounted by ¢™. This
model is used to find an optimal policy 7* :  — A which
maximizes expected utility.

Optimal policy can be obtained using equation 2 and
equation 3:

7 (q) = argmazaca( D Plg,a,4)V™(q)) (2)
q€Q

R(g,a) = Y R(q,a) * P(g,a,q) (3)
q€Q
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Further optimized policy can be obtained as:

V(Q) = mazaea(R(g.a)+0 Y P(g,a,q)V7™(q))(4)
qeq
Using this, a state model, a model of bandwidth change,
and an energy consumption model have been proposed in
(Li et all 2014) which is used in QoS-aware services it-
eration algorithm that aims to find an optimal decision
policy for each QoS metric. In the three layer QoS archi-
tecture, the considered QoS metrics associated with appli-
cation layer are service cost, service time, load, reliability,
and reputation. These are the most important factors for
a service delivery system. Reputation, a new type of QoS
metric other than traditional QoS metric, is the trust level
of services at IoT nodes. The MDP model is basically used
here for decision making in application layer.
Table [2] shows the contrast among several QoS scheduling
techniques in IoT environment.

4.2. Architecture Based

As far as the literature has been studied, it is evident
that there is no fixed architecture for IoT. Therefore, its
architecture varies from application to application depend-
ing upon the specific needs and other design constraints.
Hence, it is required for IoT to maintain an open architec-
ture in order to escalate the interoperability among several
heterogeneous systems and distributed resources (Verme-
san et al., |2011]).

On the basis of available study, we have classified the
scheduling techniques depending upon the particular IoT
architecture into three major categories; distributed, cen-
tralized, and service oriented as shown in Fig.

4.2.1. Distributed Architecture

In typical IoT applications, there is a lack of proper
deployment of distributed IoT devices. Hence, co-channel
interference makes a severe impact on the overall perfor-
mance of the network, which in turn results in coezistence
issues within the network when the IoT nodes are deployed
densely. Several techniques have been discovered so far
for solving coexistence issues. Omne useful scheme based
on listening before talk strategy is Carrier Sense Multi-
ple Access (CSMA) which now a days is lagging to handle
collision probe large IoT network, proper channel utiliza-
tion, and energy consumption. Scheduling based message

passing algorithm can be used for handling the co-channel
existence issues in wireless devices. Message Passing Al-
gorithm for coexistence of IoT Wireless Devices is a dis-
tributed scheduling scheme (Sohn & Lee, 2015) which effi-
ciently deals with the issues mentioned above. It results in
improved sum rate and less energy consumption without
any centralized scheduler. Sum rate is a function of power
vector, which requires maximization for efficient perfor-
mance. It can be calculated using signal-to-interference-
noise-ratio (SNIR) as: R(P) = Zﬁ;l log(1 + SINR,,) :
where, P is a power vector for IV IoT device pairs, P, =
{0, P} and SINR,, is the signal-to-interference-noise-ratio
for nt" pair of IoT devices.

Another important issue, i.e. excessive energy con-
sumption can be diminished using a decentralized schedul-
ing scheme (Domingo-Prieto et al.,|2016)) for 6 TiSCH net-
works. The scheme uses a policy based on Proportional,
Integral and Derivative (PID) algorithm to dynamically
control the traffic in the network and reduces the unnec-
essary energy consumption.

4.2.2. Centralized Architecture

In the recent era of IoT, there is a need of centralized
control in order to manage the large-scale ToT networks,
establish complex and secure connections through routers,
and simplify user operations in non-IT environment. It can
be done using a Software Defined Network (SDN) that pro-
vides centralized network control with dynamic, flexible,
and automatic reconfiguration capabilities.

A 6TiSCH centralized scheduling method (Thubert et al.|
2015)) is a combination of deterministic networking (it is
the networking model in which amount of resource con-
sumption can be modeled using the historical informa-
tion about resource consumption) with SDN. Some typ-
ical network related problems in IoT, such as packet loss
due to congestion, uncontrolled jitter, and poor bandwidth
utilization can be avoided if some pre-computation and
pre-allocation of pre-determined physical resources can be
done; hence deterministic networking model should be used
for this purpose. To minimize the energy consumption and
balance the load, architecture 6 TiSCH can be incorporated
to monitor and manage Time Slotted Channel Hopping
(TSCH) network by PCE controller.

4.2.3. Service Oriented Architecture

Development of a Service Oriented Architecture (SOA)
is a challenge (Atzori et al.,|2010; |[Li et al.,|2015)) in case of
IoT eco-system; it typically consists of five characteristics
(MacLennan & Van Belle, [2014): discoverable, reuse, effi-
ciency, loose coupling, and division of responsibility which
can be used to make the IoT network more flexible and
scalable to adopt the future-proof devices. The adaptation
of SOA technology enables decomposition of complex and
bigger IoT system into simple, well defined and narrow IoT
applications. It can be act as a middleware between ser-
vice provider and requester to communicate deliberately in
spite of the heterogeneous nature of IoT system, business
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artifacts and other intricate documents (Bandyopadhya;
2011). A broker based technique can be used for

managing the user requests and available services in a SOA
based IoT system.
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Message Stability by Shortest Processing Time Schedul-
ing consists of clients and several IoT units where each IoT
unit comprises an aggregator (Leu et al.,|2014)), i.e. broker
which collects all information from different sensor nodes
and issues necessary commands to the actuators. Table [3]
presents a comparison between various types of scheduling
based on different IoT architecture.

4.8. Network Infrastructure Based

In an ToT environment, it is very important to use
the supporting network infrastructure intelligently so that
things will be able to manage their transportation individ-
ually, full automation of services take place, and optimiza-
tion of logistics can be done. To realize this perception, the
architecture of IoT should be built on the top of network
infrastructure which assimilates both the wired and wire-
less technologies in a translucent and coherent manner.
Thereby, WSN has attained more importance due to its
wire-free communication with low power and low cost ob-
jectives. Recently, LTE and cloud networks are becoming
very prominent for the promise to serve scalable, reliable,
delay tolerant, and robust services (Vermesan et al., 2011)).

4.8.1. WSN

The most important factor in WSN is energy as for a
single node failure the whole network can be disconnected
and all the execution within the network will be aborted.
So, management of the available energy in WSN is an
important task; efficient scheduling technique like TRAP
(Task Requirement Aware Pre-processing and scheduling)
(Bharti & Pattanaik} |2016)), can be used for managing the
energy of each node of the network. Query pre-processing
can result in better energy management. Each query may
be composed of several tasks and sometimes it may happen
that two or more queries have one or more tasks similar
in functionality and QoS requirements. Therefore, it is
important to decompose the queries and group the same
functioned tasks in order to reduce the traffic, task com-
pletion time and save battery life of the sensor nodes which
can result in a long life of the overall network.

4.8.2. LTE

In the recent age of Internet, Long Term Evolution
(LTE) networks are becoming the most prevalent connec-
tivity technology in cellular IoT due to its all IP archi-
tecture. The cellular IoT requirements include enhanced
battery life, low deployment cost, wide coverage and sup-
port for an enormous number of devices. Hence, involv-
ing LTE network with IoT results in prolong battery life
through power saving mode, little device and deployment
cost using less complex devices and tolerant shared carrier
capacity, extended coverage through advanced coding and
so on (NOKIA| 2016} Zarrinkoub, |2014)). LTE coverage has
already outstripped the 3G coverage; thus LTE is almost
3 times more efficient than 3G and 20 times more efficient
2G. Further, LTE yields built-in security along with the
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Table 3: Comparison between different IoT architecture based scheduling schemes

Remarks

Simulation

Tool

Parameter &
Metrics

Architecture

Objective

SL.
No.

A centralized scheduling scheme need to be introduced for

Matlab
better performance (Sohn & Lee||2015)

Distributed

To maximize sum rate

Analysis of the blocking probability in case of prioritized re-

OpenWSN
(Watteyne

EC

Distributed

To control network traffic

2016)

quests can be done (Domingo-Prieto et al..

2012)

et al.

Technique for heterogeneous SDN to obtain more gain should

Net-

Practical

L,EC

Centralized

To gain global optimization for low power WSNs

3

2015)

be proposed (Thubert et al.|

work topology

with PCE

Need to implement the scheme for all types of web browsers

RT-OSGi

RT

SOA

To maintain stability in response messages

2014)

(Leu et al.!

framework




potential to manage the robust and scalable network traf-
fic (Kevin., 2016). Previously, LTE was designed for H2H
(human to human) communication but now a days, LTE,
which is a 4G technology, can meet the challenges of M2M
communication and provide a cost effective solution by
the convergence with WSN (Crosby & Vafal 2013). M2M
generates huge amount of traffic which results in channel
congestion and complexity in this network. These issues
can be taken care by using scheduling techniques, so that
overall performance of the system can be increased.

Fixed Access Grant Time Interval (AGTI) is a time
controlled scheduling scheme which schedule M2M traf-
fic in LTE network and reduces channel congestion and
complexity, caused by Machine Type Communication De-
vices (MTCDs). But it follows a strict resource allocation
policy that results in inefficient utilization of resources.
To overcome this issue, dynamic AGTI time controlled
scheduling scheme (Edemacu & Bulegal 2014) has been
developed which provides optimal QoS requirements for
both H2H and M2M traffic in IoT scenario by dynami-
cally allocating the sub-frames of time frequency resource
blocks.

Power consumption and radio spectrum management
are also two critical issues in an IoT network. A fuzzy-
based power saving scheduling technique (Kuo & Chou,
2015) for an LTE/LTE-Advanced enabled IoT network
can efficiently deal with these two issues. This scheme
also considers the overall performance of the entire system
by limiting unexpected delay for IoT over LTE networks
through exact DRX (Discontinuous Reception (DRX) is
used to provide techniques for user equipments (UEs) to
supply micro-sleep mode even in the active state in order
to save power consumption in LTE network. It also ensures
QoS and end to end connectivity) cycle timer. To ensure
the real time requirement of IoT, a guaranteed scheduling
latency which consists of the context switching time and
scheduling decision time, can be used.

To maximize network throughput and provide dual con-
nectivity among IoT devices in a two-tier heterogeneous

wireless cellular IoT network like LTE, three effective schedul-

ing schemes (Kim, |2016) efficiently handle three important
issues such as load balancing, radio resource management
and reduction of co-channel interference among small cells
in the network.

4.8.83. Cloud

Resource virtualization is the key factor in cloud com-
puting. Scheduling of these cloud resources is required
when it is integrated with the IoT devices (Kim et al.,
2016). Virtual machines are the main resources in a cloud
environment and need to be managed efficiently. Requests,
generated from the users, are considered to be of different
classes and require different types of handling mechanism.

A heterogeneous Dynamic Dedicated Server scheduling
algorithm (Narman et al.l [2016) can effectively improves
the performance in terms of throughput, drop rate and re-
source utilization of both the shared and dedicated server
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system taking into account the priority of the incoming
IoT requests in a cloud environment. In this algorithm
each request class has been assigned different groups of
dedicated servers with a number of required virtual ma-
chines (VMs) and this assignment process regularly up-
dates the number of assigned servers for each class. To
model the entire scenario, the arrival rate of incoming re-
quests follows Poisson distribution and service time of re-
quests maintains exponential distribution. Based on the
results, it has been observed that there is less influence
of priority levels on performance for both types of system
when traffic flow is low, when traffic flow is high, prior-
ity level affects the throughput significantly for homoge-
neous servers, and substantially, by assigning appropriate
priority levels, heterogeneous system can perform better
than homogeneous system. Whereas, a sudden change in
IoT sensing environment can generate immediate resource
need for IoT applications running in cloud platform. So, to
avoid service degradation, a resource aware VM migration
approach (Paulraj et al., [2018]) is used to meet the sudden
resource requirements of IoT applications. While keeping
the incoming data from IoT applications intact, this ap-
proach provides minimum migration time and downtime
than state of the art approaches.

Various network based IoT scheduling techniques re-
ferred in this review have been shown in Fig. [0]and Table
presents the comparison among them.

5. Analysis

ToT resource scheduling covers a broader area of schedul-
ing techniques while considering different metrics like load,
response time, service time, waiting time, throughput, en-
ergy efficiency, information accuracy, service cost, perfor-
mance, and so on. Based on the available techniques, dis-
cussed in the previous section, a detailed threefold anal-
ysis has been done in this section. The first subsection
[6.1] presents a metrics-based analysis of QoS. A compari-
son among several scheduling techniques based on different
queueing models and empirical study has been shown in
the next subsection 5.2 The last subsection [5.3 edifies the
simulators available to validate the scheduling techniques.



Table 4: Comparison between network based scheduling techniques in IoT

SI. Objective Network Parameter & Simulation Remarks

No. Metrics Tool

1 To reduce network traffic and energy =~ WSN D,EC, AWT, OPNET 18.0 Need to handle the tasks that have
consumption L, SC modeler been executed partly and involve

other QoS requirements (Bharti &
Pattanaik} 2016))

2 To manage network traffic with effi- LTE Network traf- LTE  System  Analyze the result for multiple M2M
cient resource utilization and reduce fic, BP level simulator and H2H traffic and prepare a real
blocking probability time scenario to test the effectiveness

of the method (Edemacu & Bulegal
2014)

3 To enhance the overall IoT network LTE EC,T,LT Matlab Manage the trade-off by adding more
performance by reducing power con- parameters (Kuo & Chou, [2015)
sumption and effective managing of ra-
dio resources

4 To provide Dual connectivity in wire- LTE L,CCLT LTE System Examine the stability of the schemes
less cellular IoT network level simulator with respect to mobility and varying

user traffic demand. And analyse the
performance and complexity with re-
spect to time and money (Kim)||2016])

5 To improve and analyze the perfor- Cloud Drop rate, T, Matlab Need to investigate the effects of het-
mance of cloud systems by consider- RU erogeneity levels of servers and IoT
ing homogeneous and heterogeneous requests on cloud computing perfor-
servers, and priority classes of IoT re- mance using Gini Index (Narman
quests et al.l [2016)

6 To achieve minimum migration time, Cloud D Real time Enhance the energy efficiency of
downtime, and delay Hadoop frame- cloud data centre through deci-

work sion making optimization technique

(Paulraj et al., |2018)

5.1. Metrics Based Analysis

5.1.1. Load

Load is the measurement of usage of IoT service which
can be represented as Av, where A is request arrival rate
and v is service rate (Li et al., |2014). The Load Bal-
anced Particle Swarm Optimization (S & P} 2015) tech-
nique iteratively assigns the workload among virtual ma-
chines in order to maintain a balanced task execution con-
dition. Whenever a new service request arrives, to balance
the load among virtual machines, the currently executing
tasks are rescheduled. Thus, it avoids the situation where
some resources are heavily loaded and some are underuti-
lized. Load can also be managed using some deterministic
modules (Thubert et all [2015) in an IoT network which
can help in scheduling of the IoT devices.

5.1.2. Response Time

Response time is one of the basic QoS measures for
any type of services. Using the message scheduling algo-
rithm (Abdullah & Yang), 2013a) with shortest processing
time first (SPT) rule, the service requests in IoT environ-
ment can be served which efficiently balance the requests in
each subgroup. It can provide stability of responses which
also results in less consumption of energy. Response time
can also be reduced significantly using swarm optimization
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technique (S & P} 2015)) by scheduling heterogeneous tasks
in appropriate processing machines. Broker and queues
(Leu et al., |2014)) can be used for decreasing the response
time of the system, and further scheduling of queues can
be done for better processing of the computing systems.

5.1.3. Service Time

It is the time duration from accepting a request to suc-
cessfully completion of the task. One way to use this as a
metric is to implement it using a queue. If there are k mes-
sages which are batch processed by IoT nodes as a M /M /k
queue model, then the expected service time can be defined
as (Li et all [2014) E(S(t)) = (p[1.)/((1 — p)?X + 1/e) ,
where, p = A/(ke) is server utilization, A is request ar-
rival rate, € is service rate. The CTMC-IoT algorithm
(Eswaran & Bapat), |2015) can improve job servicing rate
by 50% over traditional algorithms like Own Criticality
Based Priority (OCBP) and 18% over previously proposed
SPOC (Eswaran et al., |2014) algorithm.

5.1.4. Fairness Measure

Fairness in terms of network engineering is the fair
sharing of system resources among the service requests
in order to process all types of requests giving equal im-
portance. The CTMC method (Eswaran & Bapatl, 2015])
achieves almost same completion time for 300 services of



4 different types that are uniformly distributed. Thus, it
shows improved result in spectrum utilization which is the
total number of channels used by all the different types of
services, than another fairness algorithm, Max-Min fair-
ness (Nace & Piérol 2008). A virtual machine scheduling
(Xing et al.| |2017) method efficiently schedules the IoT
applications in cloud environment maintaining the overall
resource fairness using VM migration strategy.

5.1.5. Waiting Time

Before processing any service request, request is stored
in the waiting queue. If the number of requests is too
large, the length of waiting queue is extended and as in
general each waiting queue has a fixed size, overflow may
occur. As a result, packet loss may happen frequently.
Therefore, it is important that the length of waiting queue
should be reduced. The IoT traffics can be delay sen-
sitive or non-delay sensitive. Delay sensitive traffics are
of utmost importance, therefore, their waiting time must
be less and hence preemption is allowed for these traffics.
But through the analysis method (Li et al.l |2012b), it has
been observed that for preemption scheme, the length of
waiting queue is increased gradually which is not desired
due to packet loss. Therefore, it is better to keep pre-
emption scheme for only delay sensitive traffics and rest
can be treated in normal way. On the other hand, the
simulation results of a probabilistic prediction based ap-
proach (Sharma et al., [2015) show that the waiting time
for high priority traffic with buffer size 4,6 and 10 is same,
for medium priority traffic with buffer size 20,50 and 100,
it is almost same but more than high priority traffic and
when buffer size is greater than 100, i.e. for low prior-
ity traffic, the waiting time is more than previous two.
With the increment of variable sized packets, waiting time
is also increased as it will be scheduled only when required
bandwidth greater than or equal to allocated bandwidth. So,
it is clear that buffer size has a direct proportional impact
on the average waiting time. Better result can be achieved
by keeping tolerable limits for waiting time. In QoS mes-
sage scheduling scheme (Abdullah & Yang, 2013b)), when
there is a large number of IoT subgroups, the waiting time
for the messages is increased and it is reduced when num-
ber of subgroups become less. For best effort messages,
when there are 10 subgroups, delay is 50 microseconds
and for 5 subgroups, delay is 10 microseconds. For high
priority messages if number of subgroups are 10, delay is
10 microseconds and for 5 subgroups it is almost 0, i.e. no
delay. Therefore, more subgroups result in more waiting
in the waiting queue.

5.1.6. Throughput

Maximization of throughput results in better service;
buffers can be used to increase throughput in an IoT sys-
tem. According to the probabilistic prediction based method
(Sharma et al., |2015)), the throughput remains high for all
the three types of prioritized services when buffer size is
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greater than 10, 100 and 100 respectively. It has been ob-
served that the throughput is decreased for medium and
low priority traffic when buffer size is less than 4, 20 and
20. But, as the high priority traffic always gets the ad-
vantage, so throughput remains consistently high for this.
Therefore, to get high throughput it is required to keep
the buffer size bigger, and hence to achieve optimal per-
formance it is important to keep the buffer size within a
certain limit so that average waiting time can be reduced
as well as throughput is increased. A distributed schedul-
ing method (Sohn & Lee} 2015) to increase the overall sum
rate or throughput for coexistence of IoT wireless devices
shows better performance than no-coexistence and CSMA
approach. Another approach (Kim, |2016)), to maximize
the throughput of IoT cellular network, a packet forward-
ing scheduling algorithm uses back-pressure (Kim et al.|
2010) algorithm and outperforms other different packet
forwarding methods such as Round Robin. It achieves
20 percent better performance than others. Considering
the heterogeneity and priority levels of IoT application re-
quests, a cloud based scheduling approach (Narman et al.,
2016|) shows that overall throughput can be increased sig-
nificantly upto 40 % than DSS (Delimitrou & Kozyrakis,
2013) method under heavy traffic flow if the processing
servers are of heterogeneous types instead of homogeneous
servers.

5.1.7. Energy Consumption

Energy is a scarce resource in IoT environment. It
is one of the most dominant and challenging factor for
any IoT application development. An effective an energy
consumption model (Abdullah & Yang,|2013bla)) presumes
that all the sensor nodes have same energy at the starting
phase and gradually get reduced as long as they are execut-
ing. Here, the notion of service differentiation is imported
in order to monitor the energy conservations among IoT
nodes. In the simulation, for BE messages when 10 IoT
subgroups have been created, the node to node delay is
almost 50 microseconds and if there are 5 IoT subgroups
then delay is 10 microseconds. Where for EM messages
delay is 10 microseconds for 10 subgroups and almost 0
for 5 subgroups. So, it is clear that we can lower the delay
if number of subgroups becomes less. On the other hand,
if the number of brokers is very small, a huge loss in energy
is incurred because of two important reasons. First, when
a small number of brokers compress a massive amount of
data, generated by a large number of nodes, a significant
amount of energy consumption is taken place. Second, as
there are very few brokers, most of the nodes remain at
a far distance from the respective broker and hence con-
sume more energy for data sending. In opposite to this,
if there are a large number of brokers; the overall energy
consumption will also increase. So, it is very convenient
to set a proper percentage of brokers. In the first round of
simulation total enduring energy by BE messages is 6000
Joule and in the subsequent simulation phases it is reduced
up to 20 Joule to 30 Joule. Where, for EM messages it is



350 Joule in the starting phase and going down towards
almost 90 Joule. According to the proposed QoS decision
scheme (Li et al.2014), when there are 100 nodes in an IoT
network and 10 service requests are carried out, the first
dead node occurred after 2334 seconds. And if there is no
QoS scheduler, first dead node occurred after 415 seconds.
Therefore, it is very evident that using this scheme, the
energy consumption gets reduced. As a result longevity of
battery life gets increased and this will result in long life
of IoT network. Channel congestion and co-channel inter-
ference can also results in high energy consumption; han-
dling these issues (Sohn & Lee, |2015) with proper schedul-
ing of channels in co-existing networks can reduce energy
consumption. Classification based on service requirements
(Bharti & Pattanaik), 2016|) and then scheduling the ser-
vices can also result in better energy consumption. For
an LTE enabled IoT network, a fuzzy-based power saving
scheduling scheme (Kuo & Choul [2015) can reduce en-
ergy consumption almost by half using DRX cycle timer.
While scheduling IoT applications in cloud environment,
a virtual machine scheduling approach (Xing et al., 2017)
can work well to cut down the energy consumption and
the energy consumption analysis shows the better result
than the benchmarks. On the other hand, in order to
reduce the energy consumption in 6 TiSCH network, a dis-
tributed PID based scheduling scheme (Domingo-Prieto
et al., |2016) decreases the unwanted traffic load without
using a centralized management entity.

5.1.8.  Information Accuracy

To reduce data redundancy and transmission load of
dynamic real-time application, information accuracy is one
of the most important QoS metric in sensing layer. It can
be significantly improved using the method in (Li et al.|
2014). It has been shown that if there are less than 13
IoT nodes and 10-20 services for processing, the error rate
between the captured data and the actual real data is
5% when number of services is up to 17. The error rate
increases rapidly if the number of services is more than
17. Thus, according to the proposed method, for a fixed
number of processing nodes, the accuracy rate is improved
when a certain number of requests are served and it de-
creases if the number of requests is more than some thresh-
old.

5.1.9. Service Cost

With the simulated annealing approach (Moschakis &
Karatzal 2015) a significant performance gain has been ob-
served throughout the experimental analysis. Along with
the performance, an effective cost model has also been
achieved. Several comparisons have been done under dif-
ferent situations between Shortest Queue First (SQF) and
the annealing approach technique and it has been found
that the overall cost is always less than the SQF.
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Fig. 10. Parametric analysis of IoT scheduling

5.1.10. Blocking Probability

In order to reduce the packet loss, the blocking proba-
bility should be decreased. Complete traffic in IoT network
can be prioritized for increasing throughput, better chan-
nel utilization and congestion reduction. Using prioritized
(Sharma & Kumar} 2015) traffic, the emergency traffic is
given high priority, and for a limited bandwidth there can
be a significant reduction in the blocking probability of
these types of traffics in case of congested network also.
On the other hand, blocking probability will be increased
for non-priority traffic in order to maintain the balance in
bandwidth allocation. The technique can also be imple-
mented using a time based access to the communication
channel (Edemacu & Bulega, 2014). Thus, when there
is continuous increment in load for both prioritized and
non-prioritized traffic, this method efficiently reduces the
packet loss.

A parametric analysis of IoT scheduling techniques has
been shown in Fig. [I0] The tree like structure depicts the
metrics of overall IoT scheduling process and the necessary
methods for solving purpose. Frequency of the parameters
used for scheduling approaches can be understood using
the Fig. Table |p| indicates the leading metrics used in
three primary aspects of loT scheduling.

5.2. Comparison among several Resource Scheduling Tech-
niques

The overall problem of scheduling can be considered

as a maximization of resource efficiency, where the per-
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Fig. 11. Prominent parameters in IoT resource scheduling

formance of the entire system needs to be maximized.
Different types of modeling techniques have been used to
model different resource management scenarios. Memo-
ryless property of the Markov chain model can be used
to model requests with the mutually independent service
time and with independent inter-arrival time. Markov
chain consists of multiple priority queues in which queue
selection is important based on a selection criteria as de-
scribed in Table [ff When there exists one single server,
then M/M/1 queue model can be used to model the sce-
nario. Here, resources are allocated to the queued service
requests based on queue priority. If there are heteroge-
neous resources available for scheduling then, for an equal
number of requests and servers, M/M/m/m model can
be used, while M/M/m/N model can be used in case of m
number of servers and N number of requests in the system.
Using M/M/m/m and M/M/m/N, modeling of the hetero-
geneous resources and services can be done. To model a
general service time distribution, M/G/m/m model can
be used. Optimization techniques result in the best pos-
sible solution from the available solutions of resource al-
location. Techniques like, Particle Swarm Optimization
(PSO), Markov Decision Process (MDP), Simulated An-
nealing can be used, where the overall objective of effec-
tive resource allocation is achieved. The comparison of
several existing scheduling techniques based on their mod-
eling strategies and decision making mechanism is shown
in Table

5.8. Simulation Model Analysis

Simulation of an IoT scheduling requires to have a job
or service arriving model, waiting queues, service selection
model, parameters to evaluate the scheme, and objectives
that need to be achieved. Well established models like
Markov chain, Queueing system, SDN based model, or
some empirical model can be used for these purposes.

For communication between IoT devices, which can be
one to one or many to one, message passing algorithms
can be used. Further, these approaches can be simulated
using subgroups of nodes and maintaining a broker for each
node. For simulation of the broker selection mechanism
and the transmission data architecture in IoT networks,
LEACH (Abdullah & Yang, [2013a) can be used.
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Table 5: Notable metrics of three primary aspects of IoT

scheduling

Classification

References

QoS

Virtual resources
Load

Energy Consumption
Response Time

Network resources
Delay

Blocking Probability

Throughput
Information Accuracy
Energy Consumption
Average waiting Time

Energy resources
Energy Consumption

(S & P [2015} [Singh &]
|_Viniotis 2017)
Xing et al.l[2017

(Eswaran & Bapat
2015; [Sharma et al.
20155 [Li ct al} [2012D)
(Sharma & Kumar}
2015)

Li et al.
Li et al., 2014
Li et al., 2014
Li et al.} 2014} [Sharma)

et all 2015} |Li et al.
2012b

(Abdullah & Yang,

2014

2013al  [2014; [Xing|
et al.| [2017)
Average Waiting Time  (Abdullah & Yang,
2013b)
Response Time (Abdullah & Yang
2013%‘
Application Layer re-
sources
Service Cost Li et al., [2014]
Service Time Li et al., 2014
Load Li et al., 2014
Architecture Based
Distributed
Co-Channel Interference Sohn & Lee| [2015
Throughput Sohn & Leel 2015
Energy Consumption Domingo-Prieto et al.|
2016)
Service oriented
Response Time 1, 2014)
Centralized
Energy Consumption Thubert et al.| [2015
Load Thubert et al.| 2015
Network Infrastructure
Based
WSN
Energy Consumption (Bharti & Pattanaik,
[2016)
Delay (Bharti & Pattanaik]
[2016)
Load (Bharti & Pattanaikl
[2016)
Average Waiting Time  (Bharti & Pattanaik}
[2016)
Service Cost  (Bharti & Pattanaikl

LTE
Blocking Probability

Energy Consumption
Throughput

Latency

Load

Co-Channel Interference
Cloud

Load

Throughput

2016)

(Edemacu & Bulega

|_2014

Kuo & Choul,
Choul, [2015;

i€
|%o. Chou, [2015
Kim)| 2016
Kim)| [2016

(S & P} 2015} Narman)|
et al., |2016)
(Narman et al.L |2016D
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Fig. 12. Leading simulators for IoT scheduling

Simulation of integrated environment of IoT and cloud,
the CloudSim simulator can be used. Techniques like par-
ticle swarm optimization can easily be integrated with
CloudSim as a new class. A distributed processing pro-
gramming model like MapReduce can also be used for pro-
cessing the large amount of data, generated by the IoT de-
vices. 1oTSim (Zeng et al.l [2017)), which is a combination
of MapReduce and the CloudSim simulator, can be used
to synthesize the IoT data processing with cloud resource
management.

Fig. [[2)shows different simulators used in the IoT envi-
ronment to validate the scheduling algorithms where Table
matches the simulators with the metrics used in differ-
ent scheduling algorithms, referred in this research article.
From our analysis, we can see in most of the cases Matlab
is used to simulate the necessary scheduling environment.
But now a days other efficient simulators such as OpenloT
Soldatos et al., [2015)), Cooja Simulator - Contiki for IoT
Khakimov et al.| 2017)), etc. can be used for this purpose.

6. Immediate Research Needs/Directions

Though, a good number of researchers have worked
hard to achieve optimal solutions regarding IoT resource
scheduling. Still, there exist many crucial issues and chal-
lenges that are essential to be addressed in upcoming re-
searches. We have identified such open issues that need
faster attention.

6.1. Smart Systems:

In smart IoT eco-systems like smart city, smart home,
or smart healthcare where automation of user requirement
is done using various IoT devices. Smart systems consist
of large number of heterogeneous IoT resources for which
proper scheduling standards are required. Also, middle-
ware technology needs to be developed for handling in-
fluential concerns like energy utilization and congestion
control. As per the literature (Naz et al., 2018; [Shafie-|
Khah & Siano, 2018)), the residential sector consumes more
than 80% of overall electricity, therefore, optimization of
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home energy management is becoming a challenging task
from the researchers’ view point. Hence, to reduce the un-
necessary energy consumption, it is important to schedule
the appliances in such way that overall load can be bal-
anced as well as their operations are prioritized as per the
consumers’ demand. On the other hand, in IoT-enabled
remote healthcare monitoring system (Chen et al., |2011}
[Patel & Wang], [2010)), all the monitoring devices have dif-
ferent sensors which are connected to a local data process-
ing unit through a shared channel with fixed bandwidth.
Therefore, channel congestion and channel interference are
of great concern in this case as the vital health data should
be distortion free. Hence, immediate research regarding
interference mitigation among sensors must be carried out
so that there is no overlapping of data while going through
the shared channel.

6.2. QoS:

QoS requirements precisely affect the QoE (Quality of
Experience) of the customer. It is a higher level objec-
tive which can be achieved by setting lower level objec-
tives like better energy management, throughput maxi-
mization, blocking probability reduction, etc. New work
can be done which will incorporate energy-based thresh-
old to resolve non-uniform distribution of energy in IoT
nodes and instead of randomized technique, better broker
selection can be done based on energy available at each
node (broker candidate) or resources available
& Yang| [2013al 2014). Research concern is required in
the context of optimal path selection algorithm for broker
to broker communication. For better management of IoT
composite services (Ming & Yan, [2013)), a backtracking
scheduling scheme is required which will effectively deal
with context switching between atomic processes of com-
posite services and also deal with the uncertainty of QoS.
For better QoS in a highly dense IoT network, proper stan-
dardization of communication is required to reduce the co-
channel interference. However, all these objectives are typ-
ical network requirements. Therefore, relevant solutions
for critical QoS requirements of multiple IoT application
domains is a subject of research.

6.3. Heterogeneity/Big Data:

To handle tremendous heterogeneous data is a big is-
sue/challenge in today’s scenario (Sivarajah et al., 2017).
Upon that, there are also limitations in terms of stan-
dardization, data format (heterogeneous), big data man-
agement (scalability), and operational of IoT
. Therefore, there is a need of new seamless schedul-
ing method that can deal well with these issues by proper
standardization of data storage and processing by provid-
ing efficient access to the storage resources/capacity and
computing power.

6.4. IoTCloud Environment:

IoT is lacking of storing and managing the huge amount
of data or Big data, because of its limited storage capacity,



Table 7: Mapping of simulators with the metrics

Simulators Considered Metrics

Matlab Load, Energy, Response Time, Waiting Time, Throughput, Information Accuracy
Blocking Probability, Latency, Traffic

Discrete  Event  Simulator Service Cost, Drop Rate, Throughput, Load

(DES)

Esper 4.11.0 Service Time, Fairness

NS-2 Waiting Time

NS-3 Energy

OPNET Delay, Energy, Waiting Time, Load, Service Cost

RT-OSGi Framework
RT-Hadoop Framework
CloudSim

OpenWSN

LTE System level simulator

Response Time
Energy

Energy, Fairness
Energy, Traffic

Traffic, Blocking Probability, Load, Throughput, Co-channel interference

and limited processing and energy resources. Therefore, it
is an intelligent idea to integrate cloud with IoT and build
an IoTCloud platform (Hossain et al. |2017; |Cai et al.
2017} |Diaz et al., 2016]) to create large scale, complex, and
distributed eco-system as cloud computing is a source of
virtually unlimited storage and computational capabilities
(Botta et al., |2016). In case of IoTCloud integrated envi-
ronment, job scheduling is done for mapping the incoming
jobs with the available VMs (Moschakis & Karatza, 2015]).
New parameters can be added to the existing pool of de-
ciding parameters for this mapping. One approach will be
applying a reliability based scheduling of virtual machines
by quantifying the reliability of each VM. Hence, for IoT-
Cloud platform new resource scheduling techniques need
to be evolved that will optimize the resource utilization for
storage and processing of IoT data as well as minimize the
expenses for accessing location dependent IoT resources
and other sensor nodes readings.

6.5. Fog Computing :

Fog computing (Hu et al.| [2017) can be integrated
with IoT for some specific IoT applications, such as, video
streaming, gaming, moving vehicles, etc. which require
low network latency. Fog computing serves applications
with extensively distributed deployments. It extends the
cloud computing by importing the cloud resources closer
to the IoT devices (Aazam & Huhl 2014} [Sarkar et al.,
2015, [Mahmud & Buyyal, 2016)). So, when IoT integrates
fog computing, new resource management schemes need
to be proposed specially for smart communication of IoT
applications. The simulator iFogSim (Gupta et al.l 2016
in this context can be used to model and simulate the re-
source management and application scheduling across the
edge nodes in an IoT environment.

6.6. Middleware:

In any service oriented system, a middleware can sim-
plify the development process through the integration be-
tween heterogeneous computing and communication re-
sources. It also supports the interoperability within a di-
verse range of application domains and services. Based on
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several perspectives, in the recent years, a good number of
proposals (Azzara et al.,|2013; Bandyopadhyay et al., 2011}
Delicato et al.l 2013; |[Ngu et al.l 2017) have already been
suggested, but these are basically WSN centric. Therefore,
to meet the acceptable level of QoS and QoE standards for
ToT customers, there is a need of management middleware
for better monitoring, allocation, and deallocation of IoT
resources (Razzaque et all [2016). In this regard, poten-
tial scheduling approaches are required to be developed for
middleware in order to manage the resources between the
application and the network communication layer.

6.7. Service Level Agreement (SLA):

There is a need of a dynamic IoT scheduling approach
to achieve the QoS requirements desired by IoT users in
terms of SLA. As the traditional schemes to handle SLA
are limited to a predefined service quality granted for a
fixed cost (Mubeen et al., 2017; |Grubitzsch et all |2017]).
So, an effective scheduling technique should be proposed
which will use minimization of SLA violation as an ob-
jective function in order to avoid re-negotiation or service
termination. This will further improve the overall perfor-
mance as well as the reputation of the service provider.

6.8. Real-time data processing:

Proper allocation of resources for real-time data pro-
cessing is an open challenge of IoT system. Available pro-
posals are still lacking to fulfil the demand of resources
while performing the tasks involved in typical workflow of
data stream processing or real time processing. Therefore,
resource allocation solutions for such concerns need to be
designed for fair assignment of data stream process tasks.

There are several other issues in IoT device scheduling
like:

e Proper deployment techniques for IoT devices which
assures low co-channel interference need to be devel-
oped.

e More sophisticated techniques are required for co-
existing, dependent devices for management of their
resources, channels, and intermediate communica-
tions.



e Formulation of a deterministic approach for an IoT
network while ensuring the quality of service.

e Dependent things’ task classification based on spe-
cial and temporal requirements.

e Streaming the data from application layer in form of
parameters, then using this data as an input to the
deterministic model for resource scheduling.

e An energy utilization of mathematical programming
model needs to be done for maximization problem.

e Allocation of heterogeneous virtual machines based
on user request for IoT services.

e In case of prioritized traffic, proper buffer manage-
ment for reduction of blocking probability.

e In a job arrival scenario where heterogeneous jobs
are arriving, heterogeneity need to be considered as
a parameter and a proper queueing scheme should
be proposed for these heterogeneous job requests.

e Some green computing techniques can be used (green
computing + IoT) in scheduling purpose to achieve
energy efficient Green Internet of Things (Yaacoub
et al., 2012).

7. Conclusion and Future work

In this survey study, the outcomes have been inves-
tigated in several ways; such as, classification of IoT re-
sources, [oT resource management activities, scheduling
process in IoT environment, and most importantly a metic-
ulous review of several resource scheduling schemes in IoT
environment based on three elementary concerns, i.e. QoS,
IoT architecture, and IoT network infrastructure. Sub
classification of resource scheduling under each category
has also been done in this work. Many proposals have fo-
cused on this topic while considering distinct objectives.
Most of such proposals have been reviewed and summa-
rized in terms of their prominent objectives and metrics
used. Possible scope of improvements for each proposal
has been observed and provided as remarks. To achieve
broader objectives like QoS, optimization of the metrics
such as load, energy efficiency, throughput, information ac-
curacy, traffic management, resource utilization, response
time, delay, waiting time, blocking probability, etc. need
to be carried out.

The noteworthy observation of this study is the specific
parameter based analysis. It shows that energy efficiency,
load management, and throughput are the most explored
parameters in IoT resource scheduling. A detailed com-
parison based on modeling strategy and working princi-
ple of different IoT scheduling techniques has been carried
out. Mapping of metrics (involved in this study) with the
simulation tools has also been done. Subsequently, sev-
eral research gaps have been identified that require urgent
attention in order to solve the challenges of IoT resource
management. Recent researches are lacking to have a keen
interest in developing a generic scheme which covers all
the aspects of IoT scheduling. Thus, considering the het-
erogeneity and dynamic nature of IoT objects, researchers
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need to tackle several parameters ensuring QoS and perfor-
mance of the system. There are several technologies, such
as, cloud computing, fog computing, green computing, and
edge computing that need to be integrated with IoT to
achieve higher level objectives with efficiency. Therefore,
it becomes essential to incorporate adaptability in such
techniques for multi objective optimization in IoT system
domain.

In the immediate future, a detailed simulation based
analysis of various scheduling methods will be done and
an efficient scheduling scheme will be proposed that can
maintain the trade-off between all metrics while imple-
menting different IoT applications to get the best perfor-
mance from an IoT system. Also, we intend to investigate
service provisioning in IoT environment. The ultimate aim
is to develop an energy efficient novel scheduling approach
for optimization of resource consumption and balancing
load in integrated cloud computing and IoT environment
for enhancement in overall performance. The state infor-
mation about energy consumption and resource utilization
in IoT nodes and information about task processing are
sent to scheduler periodically for evaluation and as a ref-
erence. Thus, a balanced resource management scheme
will be implemented for a broader IoT eco-system in our
next research.
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Heterogeneous and dynamic nature of Internet of Things resources

Resource scheduling based on multi objective optimization is a challenge

Recent proposals on Quality of Service, system architecture, and underlying network
Adaptability required to integrate several computing techniques

Fix critical issuesto leverage the wide dissemination of Internet of Things paradigm
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