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Abstract—Millions of sensors continuously produce and
transmit data to control real-world infrastructures using complex
networks in the Internet of Things (IoT). However, IoT devices
are limited in computational power, including storage, processing,
and communication resources, to effectively perform compute-
intensive tasks locally. Edge computing resolves the resource
limitation problems by bringing computation closer to the edge of
IoT devices. Providing distributed edge nodes across the network
reduces the stress of centralized computation and overcomes
latency challenges in the IoT. Therefore, edge computing presents
low-cost solutions for compute-intensive tasks. Software-Defined
Networking (SDN) enables effective network management by pre-
senting a global perspective of the network. While SDN was
not explicitly developed for IoT challenges, it can, however, pro-
vide impetus to solve the complexity issues and help in efficient
IoT service orchestration. The current IoT paradigm of massive
data generation, complex infrastructures, security vulnerabili-
ties, and requirements from the newly developed technologies
make IoT realization a challenging issue. In this research, we
provide an extensive survey on SDN and the edge computing
ecosystem to solve the challenge of complex IoT management.
We present the latest research on Software-Defined Internet of
Things orchestration using Edge (SDIoT-Edge) and highlight key
requirements and standardization efforts in integrating these

Manuscript received June 3, 2019; revised December 1, 2019 and April
20, 2020; accepted May 21, 2020. Date of publication May 26, 2020;
date of current version August 21, 2020. This work was supported in part
by the National Key Research and Development Program of China under
Grant 2017YFB1001801, in part by the National Science Foundation of
China under Grant 61672276 and Grant 61872219, in part by the Natural
Science Foundation of Shandong Province under Grant ZR2019MF001, in
part by the Key Research and Development Program of Jiangsu Province
under Grant BE2019104, and in part by the Collaborative Innovation Center
of Novel Software Technology and Industrialization, Nanjing University.
(Corresponding author: Wanchun Dou.)

Wajid Rafique and Wanchun Dou are with the State Key Laboratory for
Novel Software Technology, Nanjing University, Nanjing 210023, China, and
also with the Department of Computer Science and Technology, Nanjing
University, Nanjing 210023, China (e-mail: rafiqwajid@smail.nju.edu.cn;
douwc@nju.edu.cn).

Lianyong Qi is with the School of Information Science and
Engineering, Qufu Normal University, Rizhao 276826, China (e-mail:
lianyongqi@gmail.com).

Ibrar Yaqoob is with the Department of Computer Science and
Engineering, Kyung Hee University, Yongin 17104, South Korea (e-mail:
ibraryaqoob@ieee.org).

Muhammad Imran is with the College of Computer and Information
Science, King Saud University, Riyadh 11451, Saudi Arabia
(e-mail: cimran@ksu.edu.sa).

Raihan Ur Rasool is with the College of Engineering and
Science, Victoria University, Melbourne, VIC 3000, Australia (e-mail:
raihan.rasool@live.vu.edu.au).

Digital Object Identifier 10.1109/COMST.2020.2997475

diverse architectures. An extensive discussion on different case
studies using SDIoT-Edge computing is presented to envision
the underlying concept. Furthermore, we classify state-of-the-
art research in the SDIoT-Edge ecosystem based on multiple
performance parameters. We comprehensively present security
and privacy vulnerabilities in the SDIoT-Edge computing and
provide detailed taxonomies of multiple attack possibilities in this
paradigm. We highlight the lessons learned based on our find-
ings at the end of each section. Finally, we discuss critical insights
toward current research issues, challenges, and further research
directions to efficiently provide IoT services in the SDIoT-Edge
paradigm.

Index Terms—Edge computing, Internet of Things, software-
defined networking, software-defined IoT, network virtualization,
IoT service orchestration.

I. INTRODUCTION

RECENT developments in the field of Ubiquitous
Computing (Ubicomp) advocate Mark Weiser’s

prediction of indispensable human dependence on computer
systems [1]. His vision set the path for developments in the
field of Ubicomp, where mobile phones and smart devices
have now become an integral part of our lives [2]. These
devices are equipped with a multitude of sensors, audiovisual
features, and intelligent applications. Smart devices, such as
watches, gadgets, bracelets, and accompanying smartphones
make ubiquitousness a reality [3].

Humankind has stepped into an era of Ubicomp where
wearable devices regularly log data, implement various
services, and pass this information to the network at reg-
ular intervals [2]. It has been estimated that more than 50
billion devices will connect to the Internet until 2025 [4].
This exponential increase in data generation resources poses a
vital challenge to communication technology [5]. A wide range
of smart devices has been introduced in the market, includ-
ing vehicles, wearable gadgets, measurement sensors, home
appliances, healthcare, and industrial products [3]. Internet
of Things (IoT) has received immense attention from indus-
try and academia due to the growing need for IoT devices
in everyday life [6], [7]. IoT devices have been involved in
providing enormous economic contributions during the past
few years. Therefore, extensive efforts have been put for-
ward toward their active development and deployment [8]. The
success of the Internet lies in the interoperability and open
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access to multiple hardware and software platforms [9]–[11].
However, diverse IoT architectures provoke disparate network
implementations [12]. Thus, different data formats, commu-
nication procedures, and protocols pose a complex challenge
that makes IoT a vertically fragmented network system [13].
An increase in the number of connected devices introduces a
massive amount of data, which poses another challenge for
today’s networks to handle it effectively [14], [15]. Therefore,
we must develop new edge technologies that classify and fil-
ter IoT big data before transmitting to the central cloud data
center. Similarly, the term associated with IoT big data under-
lines many anticipated challenges related to data management,
privacy, and provenance [16].

Edge computing renders the ability to process compute-
intensive tasks of the resource-limited IoT devices that can-
not be performed locally [17], [18]. It can effectively dis-
tribute network computation and avoid peak loads in IoT
networks [19]. It has gained tremendous attention over the
past few years, such that researchers, technology leaders, and
governments are putting their effort toward wider edge com-
puting deployment [20]. It brings the computation resources
closer to mobile devices to support resource-limited IoT infras-
tructure to effectively perform complex computations [21].
However, moving the computational infrastructure closer to
the locality brings many technical challenges related to service
discovery, mobility management, and user handover [22], [23].
The performance of the IoT applications is degraded while
sending data to the edge and then waiting for the response.
Edge-based devices have many applications, including trans-
portation, homes, healthcare, cities, and buildings [24]. Edge
cloudlets can be placed between IoT infrastructure and the cen-
tral cloud to support the delay-sensitive IoT applications. The
central cloud infrastructure possesses powerful data centers to
execute higher latency service requests [25].

Communication networks weave the fabric of today’s dig-
ital world, where the significance of a network is ascer-
tained by Metcalfe’s law, which states that the value of a
communication network is directly proportional to the num-
ber of connected devices [42]. Therefore, Software-Defined
Networking (SDN) has become an important technology for
network service provisioning due to its flexible management
and programmability [26], [43]. SDN provides a layered
framework where each plane operates separately, including
data, control, and application planes [44]. Separation of the
data and the control plane facilitates network administration
at runtime, traffic management, network evolution, and flex-
ible network programmability [45], [46]. Thus, due to the
widespread proliferation of IoT and its management complexi-
ties, Software-Defined Internet of Things (SDIoT) architecture
has been proposed for an effective management [47]–[50].
Similarly, edge computing brings cloud services near the
edge of IoT to increase scalability and interoperability [51].
Novel SDN and edge-based IoT implementations create a
new communication perspective for effective service provi-
sioning. The cloud services are integral for IoT realization;
therefore, SDIoT service orchestration using edge comput-
ing has been adopted to realize Software-Defined Internet
of Things and Edge (SDIoT-Edge) framework [52]–[55].

This architecture helps in efficient IoT realization; however,
the disparate set of hardware infrastructures pose new chal-
lenges of communication, interoperability, management, and
lack of a unified architecture. Security, reliability, and pri-
vacy of devices and data produced and transferred during
IoT operation also pose further challenges in the SDIoT-Edge
ecosystem [56], [57]. Communication technologies need to be
evolved with the development of new infrastructures. However,
current communication technologies lack in enduring effective
communication, resource management, privacy, and security
challenges [58], [59]. Consequently, these challenges make
effective IoT deployment a complex task. Therefore, address-
ing these challenges to effectively reap benefits from the vital
IoT infrastructure and implement ubiquitousness, in reality, is
long overdue [52].

A. Motivation of This Survey

The motivation of this survey comes from the realization
of the immense increase in IoT devices and their impact on
human life. According to the Gartner survey, the IoT-enabled
infrastructure will grow to 21 billion connected devices in
2020, depicting an estimated 82% increase as compared to
the Gartner’s prediction of 2018. Furthermore, there will be
around 250 million smart vehicles on the road until 2020 [60].
Moreover, IoT has been involved in generating a signifi-
cant return on investment where the revenue of IoT service
providers, vendors, and solution developers is expected to hike
up-to $1 trillion in 2025 [61]. The IoT-enabled smart homes
concept has been transformed into a reality where every-
thing performs sophisticated measurements and produces data
giving rise to data generating sources. As most IoT gener-
ates personal and sophisticated data, it is infeasible to send
all the data to the remote data centers for the processing,
which causes security and privacy issues. Moreover, trans-
ferring all the data to the remote data centers may overload
the communication infrastructure. Edge computing provides
a solution for such challenges where the computation of
the resource-limited devices can be offloaded at the edge,
which alleviates the challenge of traffic overload and pri-
vacy concerns. Edge computing provides optimal solutions for
battery-constrained devices and latency-sensitive applications.
Due to a rapid and disproportional increase in the IoT infras-
tructure, the need for smart network management techniques is
increased. IoT devices cannot be programmed to handle com-
plex rules and customized traffic forwarding due to memory
constraints. Consequently, traditional networking technology
suffers from providing feasible solutions in handling the
application-specific needs of IoT. Traditional network man-
agement paradigms also experience scalability and modularity
issues, whereas SDN provides centralized IoT management,
resource virtualization, innovation, and programmability.

This survey provides state-of-the-art literature on the com-
munication and service technologies for un-interrupted service
orchestration from IoT. The disjoint development of the IoT
infrastructure provokes non-standardized solutions that lever-
age security challenges, interoperability issues, QoS concerns,
and management problems [62]. A diverse range of application
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TABLE I
A COMPARISON OF PREVIOUS SURVEYS ON IOT SERVICE ORCHESTRATION USING SDN AND EDGE COMPUTING

domains also invoked multiple technology-specific standards
in the IoT ecosystem; however, the underlying service provi-
sioning process is identical [63]. Moreover, IoT suffers from
higher security threats because the security solutions deploy-
ment in IoT is challenging as compared to traditional networks
due to the heterogeneity [64], [65]. Consequently, the data
leakage concerns at the intermediate nodes during the data
transfer poses higher privacy issues. Attack vectors involving
IoT also increase due to the highly vulnerable nature of IoT,
which gives rise to various devastating attacks [66]. Due to the
challenges mentioned above, we design this survey to provide
a comprehensive approach in highlighting and addressing the
significant challenges in SDIoT-Edge realization. This survey
presents the current models of network virtualization and edge
computing in IoT to provide a comprehensive reference to the
researchers.

B. Comparison With Related Survey Articles and
Contributions of This Survey

Several surveys focusing on different aspects of
virtualization and cloud computing for IoT have been
conducted during the past few years including edge com-
puting for IoT [27]–[29], [36], fog computing, [37]–[39]
virtualization [32], [34], security [26], [33], [67], and pro-
grammability [30]. A few research papers address the
combined perspective of IoT-Edge and their application
areas [52]–[55]. Most of these researches address an indi-
vidual aspect of IoT-Edge, for example, standardization,
virtualization, or security. However, there is a lack of survey
publications on the SDIoT-Edge computing ecosystem from
a comprehensive perspective, including the architecture, vir-
tualization, requirements, standardization, and security, given
that this is a novel paradigm, that lies on the intersection of

SDN, IoT, and Edge computing. Table I outlines the most
recent surveys on the IoT taxonomy from the perspective of
SDN, edge computing, virtualization, security, communication
technologies, and architecture. The available studies provide
an abstract understanding of the IoT integration with fog
computing and SDN; moreover, most of them omit a crucial
infrastructure of either IoT, edge computing, or SDN. In [32],
authors consider the virtualization of fog computing with
IoT; however, they did not consider the edge computing
paradigm, which has become crucial for latency-sensitive IoT
applications.

This survey outlines the literature where SDN, IoT, and edge
computing can collaborate and offer novel services besides
complementing existing applications. We propose technolog-
ical grounds on all the three paradigms in developing a
comprehensive architecture where centralized management in
SDN, computation offloading in edge computing, and sophis-
ticated measurements in IoT can be integrated efficiently. A
comparison of this survey with the already available surveys
in this paradigm is presented in Table I, which demonstrates
that the available literature lacks in providing a compre-
hensive study on the SDIoT-Edge ecosystem. Most of the
available literature discusses only individual aspects of the
SDIoT-Edge ecosystem; however, we perform a holistic study
of the literature available on the SDIoT-Edge paradigm. We
include a comprehensive discussion on key requirements of
SDN, IoT, and edge computing that are critical in envision-
ing SDIoT-Edge solutions. Furthermore, the standardization
issues and security challenges have been extensively discussed
to benefit the readers in understanding key vulnerabilities
and limitations of the current IoT ecosystem. We present the
architecture, requirements, applications, standardization, and
security aspects of the SDIoT-Edge framework. We include
taxonomies of security vulnerabilities and the possibilities of
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TABLE II
LIST OF ACRONYMS AND THEIR EXPLANATION

attacks in the SDIoT-Edge ecosystem. Finally, a broad dis-
cussion on the issues and challenges have been incorporated
to provide the researchers and practitioners an insight into
the future research in this paradigm. We explicitly discuss
key lessons learned at the end of each section to summa-
rize the insights obtained from the discussion. To the best
of our knowledge, this is the first survey that broadly covers
major aspects of the SDIoT-Edge ecosystem, from require-
ments to deployment, standardization, and security. The key
contributions of this survey are as follows.

• We present the evolution of SDIoT-Edge by reporting
relevant literature on IoT, SDN, and edge computing.
Moreover, the key requirements of the diverse underlying
technologies are presented that are critical in envisioning
the SDIoT-Edge concept.

• We categorize the available literature on SDIoT-Edge and
provide a comprehensive taxonomy of the solutions using
multiple performance parameters.

• We critically discuss, analyze, and evaluate current stan-
dardization efforts in SDIoT-Edge. Moreover, a detailed
discussion on the key case studies using SDIoT-Edge is
presented.

• We discuss security and privacy issues of SDIoT-Edge
and present detailed taxonomies of the most devastating
attack challenges that can exploit the vulnerabilities in
the current infrastructure.

• Novel open research issues, challenges, limitations, and
future research directions are presented that provide a
roadmap for future research in SDIoT-Edge.

C. Organization of the Survey

The structure of this paper is given in Fig. 1, whereas
Table II describes the acronyms used in this research. This
survey is organized as follows. Section II provides the core
definition of IoT, SDN, and edge computing, including archi-
tecture, working principles, and components. Moreover, it
present the architecture of the SDIoT-Edge ecosystem, after a
detailed discussion on these platforms. Section III introduces
the key requirements of heterogeneous platforms in SDIoT-
Edge. Furthermore, Section IV presents a detailed taxonomy
of the current SDIoT-Edge literature in different categories.
Section V discusses state-of-the-art case studies by employing
the SDIoT-Edge architecture, whereas Section VI describes the
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Fig. 1. Structure of the paper.

standardization efforts in SDIoT-Edge. Section VII categorizes
the security and privacy concerns of SDIoT-Edge including
the detailed taxonomies of different attacks. Section VIII
illustrates current issues, challenges, limitations, and future
research directions, and finally, Section IX concludes the
paper.

II. SOFTWARE-DEFINED INTERNET OF THINGS

USING EDGE COMPUTING

This section describes essential technologies that can be
utilized for an efficient implementation of IoT using edge com-
puting and SDN. Furthermore, we present the core technolo-
gies that provide the basis for the research on the integration

Fig. 2. The number of publications on IoT and its convergence with edge
computing [68].

of edge computing and SDN for efficient implementation of
IoT. We separately discuss the underlying architectures and
provide a detailed framework of SDIoT-Edge.

A. Internet of Things

IoT has become one of the most popular terms in research
and academia during the past few years [69]–[71]. Fig. 2
encompasses the number of publications in the field of IoT and
edge computing from 2011 to November 2019, depicting the
growing importance of the research in this area. Fig. 2 shows
the IoT and edge computing research trends based on the
Scopus bibliographic database; it depicts an enormous increase
in the number of publications in both the fields [68]. According
to the International Telecommunication Union (ITU), the IoT
is an architecture that weaves physical and virtual compo-
nents together [72]. The IoT definition provided by the Internet
Engineering Task Force (IETF) is that it is an Internet that
can concurrently operate among TCP/IP and non-TCP/IP pro-
tocols, whereas the things are related to the objects that are
identified by unique addresses [73]. IEEE provides a com-
prehensive definition by describing the IoT as a network that
interlinks uniquely addressable physical and virtual devices by
utilizing novel communication protocols. The things/devices in
the IoT are dynamically configurable and provide interfaces
that facilitate their access over the Internet [74]. IoT has
many variants, as researchers named them during their evo-
lution and invention, such that it is an umbrella term that
encompasses many technologies, such as Machine-to-Machine
(M2M), Internet of Anything (IoA), Industrial Internet of
Things (IIoT), Internet of Medical Things (IoMT), Web of
Things (WoT), Social Internet of Things (SIoT), and Internet
of Everything (IoE).

The M2M concept encompasses a broad range of networked
devices that collect sensor data and send it to the network.
It constitutes any technology that enables devices to inter-
act and perform actions in an automated fashion [75]. The
most critical component of M2M is the field-deployed wireless
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Fig. 3. IoT application areas.

devices having embedded sensors and RFID-wireless commu-
nication networks with necessary wireline, including Wi-Fi,
ZigBee, WiMAX, Wireless Local Area Network (WLAN), and
generic DSL. IoA goes beyond the connectivity of physical
objects and includes anything that generates data [76]. Cisco
defines IoE as a networked connection of people, processes,
data, and things to enhance user experience and smart decision
making. IoE creates a compound effect by all-round connec-
tivity, intelligence, and cognition [77]. The major difference
that separates IoE from IoA and IoT is that the IoT and IoA
may not necessarily contain people; however, IoE does con-
tain individuals. IIoT is the extension of IoT, which enables
the use of IoT in the industrial applications [78]. By leverag-
ing the M2M communication, big data, and machine learning,
IIoT facilitates the industries to attain better manufacturing
efficiency, decision-making capability, and efficient resource
management [79]–[81]. Extensive use of IoT in healthcare dur-
ing the past few years provokes the concept of IoMT, which
encompasses networked medical devices and applications that
enhance smart healthcare operations [82]. A few applications
of IoMT include remote patient monitoring, wearable inspec-
tion devices, medication orders tracking, and smart hospital
beds. WoT is a refinement of IoT where the smart things are
not only connected with the Internet but also with the Web
resources [83]. SIoT is defined as the IoT where the things
are capable of autonomously creating a social relationship with
other objects like humans [84].

IoT studies are composed up of numerous application areas,
such as Ubicomp, Ambient Intelligence (AmI), smart homes,
and smart cities [85], [86]. Actually, Ubicomp and pervasive
computing were proposed before the IoT in the 1980s [87].
Mark Weiser described Ubicomp as a smart environment that
is invisibly interconnected using actuators, sensors, and com-
puting objects [42], [88], [89]. This idea pioneered innovation
in Internet technology and delved into the development of
multiplatform computing.

IoT devices have been employed in many aspects of human
life, and their industrial deployment is the most critical

aspect because it requires a considerable amount of special
effort depending on the environment in which it is being
deployed [90], [91]. The most prominent issues faced by IoT
deployment are the privacy and security of data [26], [92] and
lack of standardization [93]. In this regard, the IIoT consortium
has been constituted with the help of many state-of-the-art
technology organizations, including Cisco, AT&T, GE, and
Intel [94]. The paradigm of IoT covers three areas of broader
concepts, including the Internet, things, and semantics [32].
The two most widely used operational architectures of IoT
are as follows.

1) Event-Based Architecture: In this architecture, the oper-
ational data is transferred when a specific event occurs.

2) Time-Based Architecture: In this architecture, the data is
transferred after a specific time interval.

The characteristics of the IoT include size, space,
time, intelligence, everything-as-a-service, and complex
systems [32]. The size is an important characteristic, as the IoT
is composed up of a massive repository of devices around the
globe. Fig. 3 represents the application areas of the IoT; it can
be observed that the IoT has been used in almost all fields of
life, e.g., industry, health, farming, communication, aviation,
transportation, and banking that aim to facilitate human lives.
Diverse application areas pose a multitude of domain-specific
requirements, including interoperability, communication, and
security. In this regard, special attention must be given to reli-
able IoT communication management. SDN has been widely
deployed in current data center networks due to its characteris-
tics of centralized control, efficient resource management, and
programmability [95], [96]. There is a high need to use SDN
for decentralized IoT network provisioning and management.

B. Software-Defined Networking

SDN has emerged as an essential solution for flexible
network deployment and offers efficient network management
by providing a centralized view of the network [96]–[100].
With the increasing demands of users due to the broad
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Internet access and IoT applications, network developers,
service providers, and network carriers have to provide up-
to-date services to the users. In the same way, communication
networks are expanding exponentially, which makes it com-
plex to manage them. In this regard, SDN has been proposed
to enable independence between the controller and data planes,
which equips application developers and service providers to
proactively manage the network resources and offer flexible
network expansion [101], [102]. This separation also provides
efficient resource management, where network operators can
configure, upgrade, and maintain network resources dynami-
cally [103]. In addition, as the network is logically centralized,
the controller has access to all components of the network
where resources and traffic can be effectively managed [104].

For the practical envisioning of edge computing in IoT
infrastructures, there is a need for a simplified architecture
that hides all the complexities of the communication and pro-
vides a simplified view to the user. Therefore, SDN, due to its
widespread implementation, has become a key candidate for
edge service orchestration. SDN is a feasible solution for edge
implementation, providing flexibility and high manageability
by separating the control and data planes [105], [106]. The
control mechanism of SDN can reduce the edge computing
architectural and implementation complexities by providing
a novel mechanism for networking and allowing efficient
resource management simultaneously.

In edge computing, the generated traffic needs to be routed
toward the server to complete the device service require-
ments [35]. As SDN is based on the flexible and intelligent
control of the network, it can alleviate complex commu-
nication needs at the edge, for example, service discovery,
provisioning, and orchestration. In contrast to the traditional
networks that rely on the distributed management of network
elements, SDN utilizes OpenFlow protocol to flexibly man-
age the network infrastructure [107]. In traditional networks,
the traffic packets are handled by single or multiple combina-
tions of header packets, e.g., MAC address of destination, IP
prefixes, multiple combinations of IP addresses, and UDP/TCP
port numbers. Alternatively, SDN architecture enables a wide
range of packet features by utilizing the Control-Data Plane
Interface (C-DPI), a widely adopted example of which is the
OpenFlow protocol [96]–[99], [107]. A general-purpose archi-
tecture of SDN encompasses three planes, including the data,
control, and application plane. The detailed description of
SDN planes is discussed below.

1) Data Plane: It is the lowest plane in the SDN
architecture that directly deals with the physical network
infrastructure, including switches, routers, and access points.
The controller manages these devices using the C-DPI. The
network infrastructure and the controllers coordinate using
a secure channel, implementing different security protocols
such as Transport Layer Security (TLS). OpenFlow is a
highly adopted protocol deployed for C-DPI and used for
communication among data plane devices and the controller.

2) Control Plane: It is called the brain of SDN, which
manages the whole decision-making process of the network. It
consists of a software implementation of one or more than one
controller for effective control over the network. It comprises

all the arrangements to enable an intercontroller, data plane to
the controller, and application plane to the controller commu-
nication. Control and functional components are available in
the control logic of the controller, where the functional com-
ponents include a virtualizer and coordinator. The main SDN
control logic maps requirements of the network applications
to the commands for the data plane elements [108].

3) Application Plane: It consists of multiple user appli-
cations that talk to the controller to achieve abstraction for
a logically centralized controller to make coordinated deci-
sions. The Application Plane to Control Plane communication
Interface (A-CPI) uses the REpresentational State Transfer
(REST) Application Programming Interface (API) [109].

The traffic is governed by the central controller, which has
global view of the network and uses the following flow rule
installation modes.

• Proactive Mode: In this mode, flow rules are configured
in the data plane switches before the arrival of data pack-
ets. In this situation, when a packet arrives at the switch,
it already contains the information on how to process this
flow, which limits the involvement of the controller and
results in a faster communication.

• Reactive Mode: In this mode, when a new flow arrives
at the data plane switch, it performs flow rule lookup in
their corresponding flow tables. If no match is found,
the switch forwards this flow to the controller in a
PACKET_IN message. Subsequently, the controller allo-
cates a flow rule based on the network policies and sends
it to the switch using a PACKET_OUT message. The
incoming rules in the future will be handled according to
the flow rule matching process by the switch.

• Hybrid Mode: In this mode, the controller has the advan-
tage of utilizing both proactive and reactive modes. The
phenomenon behind this is that the administrator some-
times installs proactive rules in devices that the controller
modifies reactively to enhance optimal flow, in addition
to installing new flows based on network traffic.

In SDN, OpenFlow switches consist of three main com-
ponents, including flow table, OpenFlow protocol, and secure
channel. The OpenFlow-enabled switches keep a variety of
flow tables to store forwarding rules to manage network
traffic. Each flow rule has three components, including a
“rule” attribute, an “action” field, and a “status.” The “rule”
attribute is used to describe the flow information based on
specific header features, for example, source to destination
delivery. The field of “action” constitutes the forwarding
information on receiving a specific rule, whereas the “sta-
tus” entry shows the current status of the flow. The secure
channel provides an interface used by the controller to commu-
nicate with the data plane devices to govern the network and
transfer packets [110]. The controller accepts PACKET_IN
messages from the switches for the new flows, assigns them
a rule according to the values in the header, and sends a
PACKET_OUT message back to the switch.

C. Edge Computing

The hierarchy of the edge infrastructure in the IoT paradigm
is shown in Fig. 4. This figure shows that the edge cloudlets
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Fig. 4. Hierarchy of edge and cloud infrastructure.

are placed between the cloud data center and IoT infrastruc-
ture, which provides intermediate offloading capabilities to the
IoT devices [27], [111], [112]. The computation tasks that
need higher computational resources can be transferred to the
cloud infrastructure through edge devices [113]. The cloud
infrastructure contains sufficient computational and storage
resources to perform the required tasks.

Edge-enabled devices like smartwatches, phones, and health
bracelets have been widely introduced in the market dur-
ing the past several years. These novel devices continuously
create data logs, implement numerous services, and produce
and transmit data to the network. However, most IoT devices
are yet limited in computation capabilities and continuously
need intermediate computation capabilities outside IoT. The
traditional cloud suffers in this situation due to the latency
requirements of most of the IoT applications. Moreover, these
devices have real-time requirements and Quality of Service
(QoS) constraints that must be addressed by the computation
platform. In the presence of the traditional cloud, a solution
has been put forward that leverages the cloud services and
brings them closer to the devices, known as edge comput-
ing [52], [53]. In the massive proliferation of IoT devices,
some computation can be performed at the edge rather than
transferring the whole task to the remote central cloud, which
increases latency. However, edge implementation in a dis-
tributed environment involves considerable complexities of
mobility management, device authentication, fault-tolerance,
and data management, which can be managed by resource
virtualization. In this regard, we discuss edge enabling tech-
nologies, including Network Function Virtualization (NFV), in
the following.

1) Convergence of NFV and Edge Computing: Network
function virtualization deals with the transformation of
hardware-oriented functions, such as firewalls or DNS to

the software applications. It is an essential enabling tech-
nology for dynamic service orchestration in IoT networks.
In traditional networks, the network functions are provided
as proprietary services [114]. These network functions are
attached to a sequenced chain known as Service Function
Chaining (SFC) [115], where the data traffic needs to fol-
low the specific SFC order to orchestrate a service [116].
For example, a service provided by SFC is decomposed into
the firewall, Deep Packet Inspection (DPI), and load balancer.
The network packets are forced to traverse these functions
to effectively accomplish the service. However, in current
networks, the packets cannot follow the strict requirements
of SFC, where novel service provisioning techniques may
require the deployment of certain middle-boxes. Due to the
heterogeneous nature of current networks and similar under-
lying nature of SDN and NFV, they can be integrated to
separate the network management function from hardware
to the software. Due to the virtualization capabilities, NFV
enables efficient network services deployment at heteroge-
neous locations without using high-cost hardware to fulfill
SFC requirements. NFV can operate as a service orchestrator
in the programmable SDN paradigm where SDN automates
the service chaining by installing customized flow rules at
the forwarding stations [117], [118]. Seamless integration of
SDN and NFV enhances network services where the network
functions are implemented as software deployed over servers.
Implementing SDN and NFV over the IoT-Edge will enhance
the performance of SFC in latency-critical applications and
reduce the overhead of long-haul transmission delays [119].

A minimal cloud application platform is necessary for the
availability of computing, i.e., processing power, networking,
and storage to the edge nodes to support IoT applica-
tions [120]. In this situation, SDN and NFV technologies
provide network services at the edge [32]. NFV brings
computing infrastructure near the edge of the devices for
data-intensive and low-latency applications. NFV replaces tra-
ditional high-cost, vendor-specific, and specialized hardware
capable enough to provide services on low-cost devices for
the data-intensive and low-latency applications [121]. NFVs
are flexible, which can be launched and terminated on demand.
In the same way, SDN is an optimal match for NFV from the
edge to the network [5]. SDN is capable of simultaneously
reducing the cost and enhances the programmability and flex-
ibility of NFV due to the separation of control and data planes.
SDN and NFV are complementary resources for the effec-
tive implementation of edge computing. The control-data plane
separation enables ease of compatibility of NFV with the exist-
ing solutions. NFV provides the necessary infrastructure for
SDN, over which it can operate. The convergence of SDN and
NFV for edge computing brings novel research directions for
innovation toward cost-effective and fast services and appli-
cation deployment [122]. In the future, edge implementation
will formulate a general perspective where the stakehold-
ers might incorporate Application Service Providers (ASPs),
Internet Service Providers (ISPs), software, and device ven-
dors. The convergence of NFV and SDN implies the upcoming
fifth-generation (5G) networking paradigm and a trend toward
flexible software implementation. The 5G networking has been
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Fig. 5. High-level architecture of SDIoT-Edge.

launched with fast video traffic, big data service capabilities,
IoT processing, and providing wide adoption of Virtual Reality
(VR) applications [123]. The concept of network softwariza-
tion expresses the fact that all components of the network are
managed by the software. Therefore, enabling network slic-
ing into different logical units is imperative, where each slice
performs a different set of functionalities.

2) Dynamic Orchestration: Edge computing and its realiza-
tion in IoT is currently in its evolutionary phase and suffers
from many challenges. One of the critical issues is the effective
cloud orchestration to monitor, select, control, and deploy the
requirements of hardware and software resources for appli-
cation delivery [124]. However, the challenge is to provide
orchestration facilities for IoT-Edge open-source cloud solu-
tions [125], and commercially available providers such as
Elastic Compute Cloud (EC2) do not provide the functionality
for IoT-Edge applications [18]. They still rely on the simple
analysis methods to assign the requests, which are prone to
errors for a sophisticated set of cloud services. Additionally,
most of the methods for service orchestration are customized
for specialized applications and are not ready for edge cloud
because, in IoT-Edge, multiple IoT applications are deployed
in a shared edge cloudlet. There is still a need for the tools and
abstractions for distributed device management to optimize the
allocation of resources and fulfill IoT application demands.

3) Dynamic Offloading: In edge computing, the orchestra-
tor needs to continuously cooperate with IoT to handle the
offloading tasks and flexibly commit required resources [126].
The technology also lacks in providing a proper framework
for configuration, in addition to integration techniques to opti-
mally offload IoT applications and manage them on edge.
In this context, a virtual machine (VM)-oriented offload-
ing framework can be deployed and easily managed [28].
However, there is also a need to manage these VMs effec-
tively for specific IoT applications committed to the cloud.
For such an implementation, the solution must integrate NFV
and SDN-supported edge platforms for resource management.

Fig. 6. The components of SDIoT-Edge, redrawn from [34].

4) Home Cloud: This is one of the typical examples of
SDN and NFV-enabled automated orchestration for dynamic
offloading [3], [127]. The home cloud proposes an open frame-
work for automated IoT applications for future edge networks.
It configures an efficient NFV and SDN architecture for
edge cloudlets for effective service orchestration at the edge
and supports dynamic offloading for IoT. Innovative cloud
services use proprietary protocols that are closed, private,
time-consuming, and are available in customized designs [58].
Similarly, these techniques are not portable on different plat-
forms. In such a home cloud orchestration framework, a
specific northbound API has been provided to the applica-
tion developers [27]. They use Service Level Agreements
(SLAs) and transform them into deliverable objects that can
be parsed to machine recognizable techniques for the allo-
cation of resources, configuration, management, and control.
Finally, the home cloud delivers core services that act as
intermediaries between edge service providers and application
developers to manage edge-based IoT applications for efficient
service delivery. This mechanism will provide characteristics
of dynamic allocation, portability, and high scalability that are
not currently available in any cloud environment.

D. A Framework of Software-Defined Internet of Things
Using Edge Computing

An SDIoT-Edge architecture has been proposed in the liter-
ature, which deals with the IoT service orchestration issues
using edge computing [52]–[55]. Fig. 5 shows the archi-
tecture of SDIoT-Edge encompassing three planes including
SDN data, control, and an application plane [34]. In the data
plane, IoT devices seek services for offloading the compute-
intensive tasks. In the traditional SDN architecture, these
planes reside at two different levels; the novelty of this archi-
tecture comes from the northbound application plane, where
customized northbound applications reside. These virtualized
applications decide the behavior of the control mechanism,
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including end-to-end service orchestration [128]. Fig. 6 shows
that the edge cloudlets are used to connect IoT devices with
the data plane infrastructure. The SDN controller manages
all the components of the network, whereas the application
plane incorporates the edge services to efficiently manage the
SDIoT-Edge infrastructure. In SDN, the controller hosts dif-
ferent northbound applications to fulfill the required functions
and present a singular model to the requesting applications.
Every application belonging to edge service orchestration uses
northbound API and triggers events. In response to these
events, service requests are provided by the controller in terms
of commands [129]. Subsequently, these commands are com-
piled and transformed to low-level OpenFlow messages by the
controller, which are then passed to the switches to service the
requests.

The motivation of SDIoT-Edge has been instigated by the
resource-limited nature of IoT devices. As the number of IoT
devices is increasing exponentially with time, SDN becomes a
crucial management technology for such a huge network. SDN
uses centralized network management to guide network traf-
fic from the source to the destination. Hence, IoT devices can
be efficiently managed using SDN, whereas the edge comput-
ing can provide offloading services near the resource-limited
IoT devices, which require a constant interaction among the
IoT and edge infrastructure [52]–[55]. The SDIoT-Edge archi-
tecture needs the following integral services to optimally
orchestrate the operational requirements of these versatile
architectures.

1) Service Discovery: It is possible that different IoT
devices have specialized functionalities and require various
services from the network. Moreover, they may have no knowl-
edge about the available edge services [19]. For example, there
is a need for an environment where IoT devices can make a
request by identifying the required computation power and
storage [130]. This necessity is implemented by SDN, where
the service discovery module acquires information of available
services at the edge.

2) Service Provisioning and Migration: This module pro-
vides services onto the edge cloudlets based on different
performance parameters. If a service has low utilization, this
module decides on migrating the VM that hosts this service
to another cloudlet.

3) Performance Tuning: The implementation of edge
computing has been triggered by real-time application
needs [131], [132]. This module utilizes SDN and OpenFlow
for managing service utilization to balance or administer the
load on various servers.

4) User Handover: In a diverse IoT network, devices may
leave and enter edge cloudlets at runtime, causing service
disruptions due to the unavailability of handover mecha-
nisms [133]. This module provides forecasting information for
the next coverage areas and enables mechanisms for seamless
services provisioning.

The flow rule installation mechanism on the switches has
been shown in Fig. 7. The figure shows that IoT initially
requests the edge gateway, which then communicates with the
data plane switch to fulfill the service request by using the
proactive, reactive, and hybrid flow rule installation methods.

Fig. 7. Flow rule installation in an SDIoT-Edge network.

The communication schemes in the SDIoT-Edge have been
indicated with different colors.

A detailed SDIoT-Edge architecture is presented in Fig. 8,
which shows data plane, control plane, southbound com-
munication interface, northbound RESTful API, and appli-
cation plane. The data plane contains the resource-limited
IoT devices, which utilize the edge cloudlets to offload
the compute-intensive tasks. It communicates with the con-
trol plane using the southbound interface, which employs
OpenFlow protocol. Moreover, the control plane uses the
northbound interface, which employs REST APIs to inter-
act with the application plane. Network programmers can
develop customized applications to desirably control the
network traffic. The Base Station (BS) provides a commu-
nication interface to the edge cloudlets and IoT devices.
Moreover, edge cloudlets support compute-intensive tasks on
the resource-limited IoT devices. The edge cloudlets com-
prise of low-capacity servers, which fulfill latency-sensitive
service requests from the IoT devices. Alternatively, the cloud
data center contains sufficient resources to support compute-
intensive tasks at the cost of higher latency. Here, SDN
provides scalability for the efficient management and deploy-
ment of services compared to the traditional approaches. For
example, the group table specification facility is available in
the OpenFlow versions 1.1 and further [110]. This implies
multiple flows to be addressed by the same group identifier,
which enables the group table entry to be inserted for multiple
flows. This facilitates the process of updating a set of flows by
only updating the referred group entry, compared to updating
every single flow rule. Another critical factor is that it provides
the support for incorporating multiple controllers associated
with version 1.2 and above [134]. It enables the switch to
communicate with the controllers as a single entity, although
multiple controllers are used that may act as a master, slave,
or have equal roles.

E. Lessons Learned: Summary and Insights

This section provided an architecture of SDIoT-Edge that
supports the resource-limitation problem in IoT and offers cen-
tralized management of the underlying heterogeneous archi-
tecture. Although the diverse SDIoT-Edge integration seems
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Fig. 8. Detailed SDIoT-Edge architecture composed of three planes.

promising for IoT service orchestration; it does raise consider-
able concerns of security, privacy, scalability, fault-tolerance,
standardization, and interoperability that must be addressed
prior to its realization. A large number of flows and mas-
sive amounts of data in IoT can congest the network and
increase the cost of transporting data from IoT devices to
the cloud data center. Edge analytics helps in data collection
and analysis at the sensor node, IoT infrastructure, network
switch, or any other device avoiding unnecessary data transfer
to the central cloud [79]. Edge analytics can filter the data
at the devices’ edge and transfer the necessary computation
to the central cloud. Moreover, the challenges of limited stor-
age, energy, computational resources, mobility, handover, and
QoS management induce complexities in the realization of
SDIoT-Edge. User hand over can be handled by cloud access
optimization algorithms, originally developed for the central
cloud, which determines the optimal location to migrate the
services [135]. Scalability issues may arise due to the increase
in the network size where the network services can be virtu-
alized and deployed as separate applications at the application
plane of SDN.

Any solution for SDIoT-Edge should consider the hybrid
flow rule installation strategy to address the real-time needs
of heterogeneous IoT infrastructure. Moreover, a promising
solution would be the deployment of an in-band controller
strategy where the control and data traffic share the same
link. This technique reduces cost as it is expensive to provide
separate links (out of band controller) for data and control
for a large number of switches in SDIoT-Edge [102], [136].
The traditional client-server communication style needs to
be replaced with a three-tier architecture having a spe-
cific set of coordination and orchestration features. In this

paradigm, an intermediate network layer can provide a
communication interface among edge resources. The appli-
cation plane in SDIoT-Edge can be utilized to deploy novel
service requirements instigated by the edge infrastructure,
including service orchestration, security, and resource man-
agement. Additionally, IoT devices need continuous offloading
services, where the sequence of committing the task to the
edge and re-establishment of the connection, must be han-
dled seamlessly to address the service level requirements.
Moreover, the control channel in SDN can become a bot-
tleneck due to centralized control. The distributed control
paradigm can be deployed to address this challenge; however,
it raises multiple other challenges, including communication
delay, controller-state synchronization, and security. Hence,
the effective realization of SDIoT-Edge depends on the fulfill-
ment of heterogeneous requirements of multiple architectures.

III. REQUIREMENTS OF SOFTWARE-DEFINED INTERNET

OF THINGS AND EDGE COMPUTING ECOSYSTEM

In this section, we discuss the requirements of SDN, IoT,
and edge infrastructures that are critical in an effective real-
ization of the SDIoT-Edge paradigm. SDIoT-Edge employs
the virtualization of network resources to provide services to
heterogeneous devices. The transformation of hardware-based
solutions toward software gives rise to low-cost IoT appli-
cations. In this regard, the requirements in the SDIoT-Edge
paradigm must be effectively envisioned before any actual
implementation. The challenge of resource limitations in IoT
devices can be effectively managed by bringing resources
closer to the edge devices using the centralized control mecha-
nisms of SDN. Each component of SDIoT-Edge encompasses
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TABLE III
A DETAILED TAXONOMY OF THE REQUIREMENTS OF SDIOT-EDGE

different requirements; therefore, a comprehensive discussion
on the requirements from the perspective of SDN, IoT, and
edge computing is necessary. A taxonomy of the requirements
in the SDIoT-Edge is presented in Table III, which shows the
critical requirements, challenges, and relevant solutions. We
discuss these requirements in the following subsections.

A. IoT-Edge Management Using SDN

Network traffic management is one of the core fac-
tors to effectively operate the diverse SDIoT-Edge
infrastructure [34], [137]. Therefore, high-tech enabling
devices are necessary to control, manage, and forward
the network traffic flows and to alleviate the impact of
network delays. The information in SDIoT-Edge will have

to traverse multiple heterogeneous networks, including radio
access, backhaul network, and the Internet, where traffic
control, routing, load balancing, and other management
activities provoke increased traffic delays. Network scal-
ability, manageability, and efficiency requirements can be
adequately addressed by SDN-oriented solutions because of
the centralized management capability [138]. In this regard,
SDN-backed solutions must be optimized to deliver efficient
administration, e.g., balancing network load, efficient traffic
management, and concise bandwidth exploitation. Moreover,
the standardization of A-CPI and C-DPI will provide a
solution for the IoT-Edge management issues including traffic
forwarding, combating network delays, load balancing, and
heterogeneity.
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B. IoT-Edge Authentication

The SDIoT-Edge computing concept is based on the inter-
operability among different platforms using communication
protocols, heterogeneous message exchange, and virtualiza-
tion. These novel features invoke immense authentication
issues at the source network. First of all, the traditional
trust and authentication mechanisms might become incapable
due to heterogeneity in communication infrastructure [64].
Second, the diversity in the communication technologies and
the softwarization of the network management will provoke
security issues, reliability challenges, and attack vulnerabili-
ties. A unified trust and authentication mechanism is required
to ensure the reliability of edge servers and the connected
IoT devices [139]. However, traditional cloud authentication
techniques are challenging to implement in resource-limited
edge servers. Hence, minimizing the security overhead posed
by the authentication of the network elements is a critical
concern. Diverse communication technologies in SDIoT-Edge
encompass different security protocols, which inevitably cre-
ate their own local trust domains [140]. In this situation, the
challenge of the credentials distribution at different locations
arises to enable an efficient global trust paradigm. A solu-
tion to these challenges can be to devise global authentication
policies for heterogeneous networks and infrastructures. The
current solutions employ a certification authority that dis-
tributes the session keys to authenticate the devices in their
own trust domain. However, ensuring the privacy and security
between the devices residing at different trust domains is still
a challenge [55], [141], [142].

The versatile nature of network elements in the SDIoT-
Edge increases the vulnerability of launching an attack on the
whole network using a single compromised device. One of
the prime concerns at the core network is to enable seamless
security at the host network. There are many drawbacks in the
existing solutions because any Network Intrusion Detection
System (NIDS) will need additional infrastructure to handle a
higher level of aggregate data rates [143]. In the same way,
network operators are unable to provide a global view of the
network, which limits the application context of the security
solutions. Moreover, the approaches based on host networks
depend on Operating Systems (OS) and can sometimes lead to
local optima solutions. Therefore, there is a need for adequate
security measures at the network level to avoid malicious activ-
ities from adversaries where network-level security solutions
will help in ensuring global authentication.

C. Interoperability Among Heterogeneous SDIoT-Edge
Infrastructure

Large-scale IoT manufacturing raises interoperability con-
cerns where market-vendors are introducing non-standardized
IoT products to generate more revenue. Although it lower
downs the infrastructure cost; however, most of the developed
products are vendor-dependent and suffer from interoperabil-
ity issues. A vendor-independent environment is required to
overcome the complexities caused by heterogeneous manufac-
turing. SDN has the potential to overcome vendor-dependency
due to the continuous standardization efforts by the Open

Networking Foundation (ONF). Therefore, distinct Wireless
Sensor Networks (WSNs) and body area networks having
different underlying hardware can operate without compli-
cations [121]. The heterogeneous infrastructure and underly-
ing communication technologies invoke interoperability issues
where network traffic traverses multiple infrastructures. For
instance, a lower-latency resource request can be handled by
pre-processing it at the edge cloudlets and then transferring
the remaining task to the central cloud. In this situation, the
data will be traversing two different communication networks.
Therefore, a unified management paradigm is required to over-
come the communication heterogeneity [144]. There is a lack
of interoperability protocols that provide seamless interaction;
however, the southbound OpenFlow protocol in SDN is capa-
ble of operating among diverse network elements at the data
plane. Moreover, SDN and NFV can be deployed to provide
mobility-aware VM management, which is capable of alle-
viating the interoperability concerns. Additionally, standard
communication protocols development and virtualization stan-
dards for IoT-Edge will further enhance the interoperability in
SDIoT-Edge.

D. Traffic Dissemination in Multiple Devices

Traditional networks fulfill the service requests by moving
the data to the cloud and then bringing back the results to the
device. This workflow generates a massive amount of network
traffic [145]. Traffic overhead can be mitigated by keeping
the data at the edge. Effective traffic dissemination reduces
unnecessary bandwidth utilization, traffic rerouting overhead,
and overcoming network congestion caused by billions of
devices [146]. IoT generated data can be preprocessed at the
edge, which lower downs the excessive computation load at the
central cloud. SDIoT-Edge has the ability to solve the conges-
tion problem within the core network and datacenters by traffic
distribution at different edge servers [51]. However, orchestra-
tion requirements of application-specific request handling to
route traffic according to the user’s demands require novel
traffic dissemination techniques. Customized traffic forward-
ing applications utilizing the centralized management of SDN
can alleviate the traffic dissemination challenges in SDIoT-
Edge. The requests about applications should be forwarded by
comparing them with the requests received at the intermediate
nodes, which will lower the related cost, network load, and
traffic delays.

E. Lower-Latency Requirements in IoT

Real-time applications like online gaming, VR, and ultra-
high-definition video streaming need extremely high data
access rates at lower latency. Therefore, available edge solu-
tions become highly vulnerable in such cases due to the
enormous amount of data produced by the loT. Moreover, the
use of traditional authentication mechanisms among IoT and
edge increases the latency in serving the requests. Traditional
offloading solutions also add latency in the overall service
orchestration process where efficient offloading solutions need
to be developed to fulfill latency requirements in the IoT.
For example, Foursquare [156] and Google Now [157] need
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to provide a real-time response to the users. Lower-latency
requirements need reliable solutions where effective backup
links must be provided to ensure fault-tolerance. Latency-
sensitive applications are in high demand due to extensive
progress in IoT where the information is generated and con-
sumed locally, avoiding extra overhead on the network[147].
Applications, such as autonomous cars, industrial robots, and
control applications, need a quick response time, which is
as low as 10-50ms [148], [158]. Moreover, smart vehicular
technology is still in its evolutionary phase, where the commu-
nication delay between the request generation and the service
provision has not yet been optimally minimized.

F. Flexible Innovation in SDIoT-Edge

Due to the lack of virtualization in traditional networks,
bringing innovation becomes a challenging task [149]. These
networks are not equipped with A-CPI standardization, which
provokes traffic management issues. SDN provides network
programmability by decoupling the control and the data plane
in the IoT-Edge paradigm and enables dynamic services to
a disparate set of devices [34]. The integration of edge
servers and IoT devices needs dynamic management. SDIoT-
Edge can be managed at variable levels of orchestration
by deploying a centralized controller equipped with north-
bound applications. In the traditional networking paradigm,
the deployment of novel protocols provokes the need for
new hardware or redesigning the switch-chips, which induces
more cost. For instance, implementing Virtual Extensible LAN
(VXLAN) [150], which is a novel cloud and data center proto-
col, will require upgradation of the whole infrastructure induc-
ing more cost and effort. Instead, software switches like Open
vSwitch can be programmed for customized traffic forward-
ing. Moreover, OpenFlow supports VXLAN, which ensures
the implementation of the controller accordingly. Thus, SDN
can treat the network as a flexible software [26]. However,
flexible innovation requires the standardization of the A-CPI,
which will enhance the development and deployment of novel
applications in SDIoT-Edge.

G. Seamless Mobility of VMs on Edge Infrastructure

Mobility is one of the key characteristics of SDIoT-Edge
applications. When the user moves, the distance among the
corresponding servers increases, which deteriorates the user
experience [135]. In these applications, the trajectory of the
users provides their spatial preferences to the edge servers,
which can be leveraged to improve the service orchestration
efficiency. Secci et al. proposed a method, which links the user
mobility with the VM mobility [135]. This method then deter-
mines the best location for migrating the service to enhance
the user experience. However, it is designed for the central
cloud, which needs additional enhancements for the SDIoT-
Edge. SDN provides the control and management capabilities
to migrate VMs over the edge infrastructure. It is challenging
to migrate a VM from one data center to another while the
service is running. In the same way, ensuring seamless service
provision to IoT devices and addressing the requests simulta-
neously is one of the key challenges. Therefore, the seamless

transportation of VMs without disrupting the services is a core
requirement to improve the QoS in data centers. NFV charac-
teristics can be leveraged to perform network slicing and allow
mobility-aware VM migration at the edge of the devices.

H. Fault-Tolerance in SDIoT-Edge

The mobility of the devices poses significant challenges in
providing reliable services to the users [151]. Computation
offloading may suffer because of the frequent changes in the
network connections and wireless channels. These changes
provoke a catastrophic impact on the latency-critical and
compute-intensive applications [152]. For example, augmented
reality-based applications aim at providing seamless and excit-
ing virtual experience to the users. Failure of the video
streams because of the intermittent network connections may
upset the users. Another example is the implementation of
SDIoT-Edge in the military, where high-speed and ultra-
reliable communication is always required in a high-mobility
environment, faults in this scenario can be fatal and bring dis-
astrous consequences. Hence, the design of a fault-tolerant
SDIoT-Edge paradigm is required, which can cope with the
three major challenges comprising of fault-prevention, fault-
detection, and fault-recovery [151]. The fault prevention in
SDIoT-Edge can be ensured by employing backup offload-
ing links. Moreover, fault-tolerance can be achieved by micro
BSs or central clouds that have larger coverage to provide
seamless edge services. However, the challenge is to pro-
vide efficient QoS and energy consumption for the backup
links and to handle protection clouds for the single-user and
multiuser edge computing. Finally, fault-detection deals with
information collected by intelligent inspection techniques after
defined intervals or using feedback on the provided services.
Moreover, time-efficient channel and mobility characterization
methods would ensure fault identification. The fault recovery
approaches should work in a way that the already running
services are not disturbed. Moreover, the affected services can
be migrated to the fault-tolerant wireless links equipped with
adaptive power distribution mechanisms. The alternative tech-
niques include migrating the processes to neighboring servers
by using direct or ad-hoc relay nodes [153], [159].

I. Data Classification on Edge

A massive amount of data generated by smart devices poses
a challenge to its effective handling. 5G/6G networks can effi-
ciently address data classification issues by providing real-time
data analytics capabilities. Moreover, the distributed nature
of data presents challenges on data classification and aggre-
gate decision making. Data need to be classified at edge
nodes to save upstream bandwidth where only the mandatory
data is transferred to the central cloud. The data is classified
based on latency requirements; if the computation is latency-
tolerant then it is transferred to the central cloud, whereas
the latency-sensitive applications are executed on the edge.
In this situation, the classes may correspond to “on-edge” or
“on-cloud” computation. The examples of data classification
include AR applications where edge servers need to accom-
plish multiple compute-intensive tasks in a shorter period, such
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as recognizing users based on their actions using pattern recog-
nition and predicting user requests through machine learning.
Data classification may be completed by multiple edge servers
where aggregate decision making capability is needed based
on data collected at all the servers. Therefore, data reduction
and classification techniques are of paramount importance to
enable cost-effective solutions [14], [154]. A technique for
global data classification is proposed in [155] where the train-
ing task is performed at all the local fog cloudlets, and then
these local models are aggregated to a global model. However,
this solution suffers from the challenges of lower-accuracy and
higher computational cost.

Providing a global view of data will facilitate collaborative
decision making, reducing upstream bandwidth, and overhead
of transferring computation to and from the central cloud.
There is a need to devise techniques on edge nodes that can
ensure the privacy of the data where a privacy-preserved copy
of the data is submitted back to the IoT devices on request.

J. Security and Privacy

Securing network infrastructure is one of the prime concerns
in a heterogeneous environment where multiple users, devices,
and vendors are participating on a single platform [16]. In the
same way, IoT service orchestration involves data transfer to
the multiple concerned parties. The network infrastructure is
owned by different vendors; so, the control of such devices
should be assigned to relevant hosts providing services. The
data is generated by IoT infrastructure and transferred to the
local edge servers, which limit the global view of data to
devise security mechanisms. Data interaction at different plat-
forms raises location-based privacy issues where the location
can reveal the identity of the data originator. Similarly, service
providers must abide by the access of big data that origi-
nated from encrypted resources [160]. Service orchestration
in IoT systems is based on diverse infrastructures integration.
Therefore, different device authorities will have their own poli-
cies to access the data from a different perspective, which
raises privacy concerns. In this regard, lightweight authenti-
cation solutions are needed to deal with the privacy issues at
distributed IoT-Edge environments.

K. Lessons Learned: Summary and Insights

In this section, we provided the critical requirements of
using SDN in efficiently managing and maintaining IoT infras-
tructure using edge services. Edge computing platforms are the
core components for future IoT development and integration.
Some examples are home robotics, smart cities, smart homes,
VR, autonomous cars, crowdsourcing, and M2M communi-
cations. The implementation of SDIoT-Edge needs immense
technical considerations of the diverse underlying platforms.
Compared with the servers in data centers, IoT devices possess
limited resources that pose limitations on executing complex
computations. In this regard, compute-intensive tasks can be
offloaded to the edge nodes that will save energy on IoT
devices and help in performing the tasks on a remote resource.
However, communication protocols need to be developed to
enable interoperability among different technologies.

Resource limitations in IoT need network-level security
solutions, where additional hardware/inspection techniques are
required at the data plane of the SDIoT-Edge to perform
the network surveillance. Additionally, security applications
can be developed and deployed at the application plane of
SDN. Many open-source controllers provide the facility for the
application development such as Floodlight, which is an open-
source controller that provides the facility to gather network
statistics using JSON-based REST API. Data centers have
been continuously equipped with immense resources that can
fulfill the needs of IoT. However, as the number of IoT devices
is increasing enormously, it is infeasible to process all the data
at the data center. Therefore, data classification strategies will
play a significant role in future IoT-Edge networks. The com-
panies employing SDIoT-Edge can set parameters on deciding,
which information needs to be transferred to the cloud or on-
premise data store. Therefore, future research can be directed
in developing novel low-complexity data reduction algorithms
to address the IoT big data challenges. Hardware develop-
ment for powerful edge nodes can also reduce the load from
the central data centers; moreover, this can also facilitate in
addressing the latency-sensitive IoT requirements. Therefore,
an effective realization of SDIoT-Edge needs to consider the
requirements of SDN, IoT, and edge computing. The efficient
realization of these requirements can immensely improve the
performance of the IoT infrastructure. The available SDIoT-
Edge implementations provide a baseline to develop efficient
service orchestration frameworks. We discuss the available
solutions in the SDIoT-Edge paradigm in the next section.

IV. CURRENT SOFTWARE-DEFINED INTERNET OF THINGS

AND EDGE COMPUTING IMPLEMENTATIONS

The decentralized management in traditional networks
makes them inadaptable to the requirements of novel IoT
infrastructure. The novel network technologies such as SDN
can manage the network complexities efficiently and allow
the development of applications and services that meet the
demands of IoT [96]. SDN enables the flexible configura-
tion of the data plane devices and flow management, whereas
NFV provides virtualization of the resources. The potential
requirements of the IoT-Edge include QoS guarantee, service
layer provisioning, and big data management [161], [162].
We categorize the prevailing literature on SDIoT-Edge into
multiple classes based on different features. A comparison of
the current literature on the SDIoT-Edge environment is pro-
vided in Table IV. We categorize the literature based on the
underlying architectural characteristics, including OS, commu-
nication between the planes, distributed data handling, traffic
management, and fault-tolerance. We discuss all the categories
below.

A. RESTful SDIoT Architecture

REST API provides a communication mechanism in the
application and control plane in SDN. The REST commu-
nication concept has been extended to provide communi-
cation among different layers of SDIoT-Edge [163]–[165].
A RESTful SDIoT architecture that accompanies multiple
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TABLE IV
A TAXONOMY OF THE PREVIOUS LITERATURE ON SDIOT-EDGE

modules, such as API for the northbound plane, database, pro-
cessor, and southbound APIs was proposed in [163]. Usually,
the southbound interface handles protocols, such as Hypertext
Transfer Protocol (HTTP) and Constrained Application Layer
Protocol (CoAP) in SDIoT. Most of the RESTful architectures
own a processor and a storage database that stores node-level
information. The southbound API provides communication
interfaces to the control plane and data plane, whereas the
northbound REST API connects the controller and application
plane. Wen et al. proposed a REST framework for efficient
IoT implementation using SDN, which contains northbound
RESTful API services to communicate with the application
plane [163]. A database provides IoT data storage to retain
the status information of nodes, topology, and task manage-
ment. A processor at the control plane ensures node layout,
path transmission, and optimization. A southbound REST API
is utilized for communication with the data plane devices. It
performs data format transformation, parsing, and transmission
to and from the control plane.

However, the discussed techniques lack offloading capa-
bilities using the southbound OpenFlow protocol. The edge
infrastructure can be placed at the data plane of the RESTful
SDIoT architecture to support latency-sensitive IoT applica-
tions. These techniques employ a central cloud for request-
servicing, which may become ineffective for the IoT appli-
cations. Although RESTful SDIoT architectures facilitate

virtualization and interoperability at southbound and north-
bound interfaces, the compute-intensive and resource-limited
applications can be efficiently managed at the edge.

B. Smart Homes

The smart home is one of the most important use cases of
SDIoT-Edge, where many examples of smart homes have been
discussed in the literature [166]–[170]. An architecture based
on automating a smart home using IoT has been proposed
in [166], where a smart home connects different appliances
with the Internet using Majord’Home management framework.
They considered the Connected Object (Co) and a Virtual
Object (Vo) that are managed by an avatar. The ISP acts as the
Majord’Home that provides user object management by virtu-
alization. This research [166] has been extended by a generic
framework for any smart IoT perspective [167]. The Co in
previous research was extended as an entity that can produce,
get, and disseminate data flow in the network. This framework
employs one vertical as well as three horizontal planes. Data
plane is composed of all the Cos that are able to generate and
receive data without the mediation of routing/forwarding pro-
cedures. The control plane consists of two sublevels, where
the first level is composed of a controller, the second level
consists of a CoVo controller, and an application plane is on
top of these two planes. The vertical plane is called the man-
agement plane, which owns multiple management modules,

Authorized licensed use limited to: UNIVERSITAETSBIBL STUTTGART. Downloaded on July 20,2021 at 17:24:36 UTC from IEEE Xplore.  Restrictions apply. 



RAFIQUE et al.: COMPLEMENTING IoT SERVICES THROUGH SOFTWARE DEFINED NETWORKING AND EDGE COMPUTING: COMPREHENSIVE SURVEY 1777

such as the network manager, application manager, and a Vo
manager that are represented in the operation support layer.
For the proof of their concept, they tested their platform with
two Bob and Lice Majord’Homes, where each of them has
one Open vSwitch, which connects all of the home appli-
ances. The CoVo-based ISP controller acts as the gateway of
Majord’Home [167]. However, the use of multiple controllers
induces synchronization issues and increases latency in trans-
ferring state information among all the controllers. Although
multiple smart home solutions have been presented in this
section, the hierarchical controllers are a soft target for the
adversaries. The adversaries can attack the state information
between the controllers, which may cause inconsistencies in
the synchronization of both the controllers. This strategy may
provoke the smart home appliances to malfunction, which may
cause life-threatening issues to the smart home users.

C. Distributed Data Services

IoT has been connecting billions of distributed devices all
over the world; therefore, a resilient distributed architecture
is required for a seamless operation [171]–[174]. An SDN-
based IoT architecture employing distributed data services has
been proposed by [171]. SDN provides mobility handling,
flexibility, and data agility; at the same time, the dynamic
digital system manages big data aspects. The paradigm of pub-
lish/subscribe is used to provide services to the WSNs. This
data-centric approach provides the benefits of using data as
an addressable entity because IoT services are based on the
dissemination of the collected data. Their architecture con-
sists of three-layered domains, namely, an M2M domain that
uses a gateway to connect heterogeneous devices, a network
domain that comprises multiple access networks, and an appli-
cation domain that encompasses applications of IoT. However,
these techniques suffer from security and privacy issues
where the distributed paradigm makes the device authentica-
tion a complicated task. The devices in one domain can be
authenticated using the authorization keys. However, authen-
tication issues arise when multiple edge-oriented networks
interact. Therefore, a global authentication mechanism is nec-
essary, which can authenticate the keys generated in multiple
networks.

D. Network Agility and Virtualization

Network agility corresponds to the programmability of the
modern networks, which leverages the separation of data and
control planes. It enables customized application develop-
ment at the application plane to flexibly control the network
traffic. When addressing the SDN for IoT, an obvious chal-
lenge is to manage the communication among controllers and
switches [175], [176], [178], [179]. To efficiently deal with
this challenge, a preemptive rule installation mechanism has
been proposed by [177]. This work has been further fine-tuned
by providing the concept of a software-defined solution for
diverse IoT networks [184]. In this research, an IoT controller
interacts with the devices using the installed IoT agents. The
interaction requests are recorded by the proposed IoT con-
troller to learn a broader view of the underlying network and to

compute the forwarding rules that can be installed on the data
plane switches. An overlay network is developed above these
networks that allow a seamless collaboration among them. Soft
Internet is a novel initiative for the future software-defined
Internet [176]. It provides connectivity and management in a
software-defined way to deal with the complexity and hetero-
geneity of the future Internet. The authors in [179] propose two
virtualization levels, namely, an end-user and network-level
virtualization. In the later, devices at the same physical loca-
tion are considered, and the virtualization process slices the
resources into multiple logical functions. Physical resources at
the same level are transferred using logical functions, whereas
the user level virtualization is performed by having physical
resources at different places.

The software-defined infrastructure manager has been
proposed in [175], which utilizes OpenStack, a cloud-based
controller, and FlowVisor, which is a network controller.
The FlowVisor carries out computation resource management,
whereas the controller performs a versatile set of operations,
such as network resource management, topology information
collection, and managing Open vSwitches’ update process.
The FlowVisor layer is incorporated to allow partitioning
of the network and allocating slices to a particular con-
troller. Tadinada [178] described the benefits of using SDN
for network agility, dynamicity, and flexibility to overcome
the constraints of the traditional networks. They propose the
VortiQa (an application development kit) open network direc-
tor and the VortiQa open network switch by utilizing two
SDN implementations for effective IoT deployment. In the
first use case, a cloud-based controller manages the Open
vSwitch, which acts as an IoT gateway managed by a cloud.
In the second use case, an Open vSwitch is placed on eNodeB
(LTE radio access for indoor purposes) to offload data from
the Evolved Packet Core (EPC) network, to provide bet-
ter user experience and decrease the operational and capital
expenditure. The IoT gateway performs the functions of trans-
mitting data among data plane devices, securing the devices,
QoS provisioning, and authorizing the devices to transport
data safely among gateways and providing efficient access
control. Consequently, the eNodeB Open vSwitch provides
separation of planes and manipulates the packets in a way
that they are not able to traverse the EPC network. The
discussed virtualization techniques rely heavily on the hard-
ware/software network infrastructure, which invokes higher
capital costs. These techniques may suffer from interoper-
ability issues due to the heterogeneity and vendor-specific
technologies. Moreover, security issues are inevitable due to
the data transfer among diverse platforms.

E. Network Operating System Architecture

The heterogeneity is one of the main aspects of IoT. The
OS in IoT hides the complexities of heterogeneous com-
ponents and provides a generalized view to the developers
by using network-level protocols, such as IPv6 [194] and
6LowPAN [195]. The main characteristics of IoT-OS should
be to provide the ability to connect a massive number of het-
erogeneous devices [180]–[183]. A Network Operating System
(NOS) manages the heterogeneity in the network paradigm and
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enables the use of different applications for a different set of
network devices. In this regard, the authors in [180] proposed
an OS for IoT to extend the NOS-based SDN controller, which
employs the support of the SDN-WISE protocol that enhances
the characteristics of SDN for WSNs. A programmable archi-
tecture for SDIoT has been proposed in [181], using three
layers of the controller to avoid a single point of failure.
TinySDN has been proposed and includes multiple controllers
over a WSN [196]. However, the authors do not explain the
intercontroller communication and the selection process of
the controllers. An SDN-WISE-based network OS has been
proposed in [183]. This OS treats the IoT network in a uni-
fied way by providing a generic abstraction for the disparate
IoT networks. To connect diverse devices and networks, there
is a need to develop abstractions for network elements and
communication protocols. Therefore, a unified OS can con-
nect versatile networks in SDIoT-Edge. However, the update
patching, solution maintenance, and rollback are prime issues
in the current OS for low-powered devices. It is challenging to
update IoT solutions at remote locations having non-reliable
Internet connections and computational resource constraints.
The Internet and power failure spoil the update installation
where effective rollback mechanisms should be developed.
Thus the development of a lightweight OS is necessary for
constrained devices where rollback, maintenance, and update
patching issues are particularly addressed.

F. Interoperability and Traffic Engineering

As IoT networks are composed of heterogeneous devices,
efficient traffic engineering can provide optimum routes and
reduce network overhead [184]–[187]. The current literature
regarding this paradigm discusses the feasibility of incorpo-
rating interoperability among devices of different vendors.
The prevailing solutions are equipped with auto-configuration
and recognition mechanisms, where switches and gateways
dynamically perform management and configuration. The
applications, such as virtual sensors, software-defined wireless
networks, and virtual cell management are utilized as use cases
to implement virtualization, where SDN and NFV provide
flexible IoT management [185]. The authors in [186] proposed
an IIoT in ubiquitous wireless broadband for better traffic engi-
neering in SDIoT, which includes three management phases
in a controller, including topology, admission control, and
optimization of location. The centralized management reduces
packet loss by incorporating alternative route mechanisms.
Although the traffic engineering techniques enforce optimal
path selection to control the network traffic, it becomes a sin-
gle point of failure in the in-band SDN control strategies where
a single link is used for the data and control path [102], [136].
Moreover, the available techniques suffer from interoperability
issues because of the diversity of communication protocols,
each having domain-specific requirements. Therefore, stan-
dardized communication protocols are necessary to deal with
interoperability issues.

G. Security Enhancement

IoT security is one of the prime concerns due to the unavail-
ability of specialized security mechanisms in IoT devices. The

research in IoT security has received immense attention dur-
ing the past several years [26], [139], [188], [189]. To address
the issues of manageability, privacy, and scalability in IoT, an
architecture consisting of three planes, namely, data service,
control, and a data plane, has been proposed in [188], [189].
The data plane is composed of infrastructure devices, whereas
the control plane has been divided into blocks that include
Software-Defined Security (SDSec), software-defined con-
troller, IoT controller, and software-defined storage. SDSec
performs data authentication and forwards it to the data col-
lector for processing. The data collector then forwards it to
the IoT controller, which computes the path to the destina-
tion and update rules. The authors in [189] propose a novel
SDN-oriented WoT architecture that deals with the limita-
tions of security, data, and things management. They employ
Diffie-Hellman method [190] on top of underlying Web-
based architecture, which effectively hides the complexities
of management and provides security. This architecture con-
sists of three planes, including access, control, and application
plane, to offer data access, control, and application services
to the underlying network. The current security enhancement
strategies are either reactive, or they require higher compu-
tational resources to ensure security, which makes them hard
to implement in the SDIoT-Edge. However, developing low-
cost proactive solutions is challenging in the resource-limited
SDIoT-Edge paradigm. Therefore, network security solutions
developed as flexibly deployable software at the application
plane of SDIoT-Edge can be extremely beneficial [198], [199].

H. Fault-Tolerance

SDIoT-Edge amplifies the service orchestration capabili-
ties where the negligible bugs at a smaller scale or in the
testing paradigm (e.g., straggler [200]) might invoke debil-
itating impact on system reliability. Fault-tolerance is an
essential characteristic in SDIoT-Edge due to the intermit-
tent network connectivity, resource limitation, heterogeneity,
and harsh deployment environments [151]. It is extremely
necessary to ensure end-to-end delivery during data process-
ing and transmission to and from the edge nodes. CEFIoT
architecture [151] uses application isolation, data transport,
and multi-cluster management to ensure fault-tolerance in
IoT applications. The layered architecture of CEFIoT offers
compute-placement on edge or cloud without code modifica-
tions. Similarly, energy-efficiency and data reliability should
be modeled in an integrated manner for the latency-sensitive
IoT applications [201]. An energy-efficient distributed data
storage method ensuring explicit data-reliability has been
proposed in [152]. This technique adaptively reconfigures the
system parameters in an energy-efficient way while ensuring
continuous reliability. Zhang et al. [191] propose a fault-
tolerant framework for trust-based service provisioning in
vehicular networks using integrated adversarial behavior detec-
tion. Fog computing is capable of analyzing and storing
related data in vehicular networks while retaining the dynamic
trust weights based on attribute parameters of every vehicle.
The weights are then incorporated into the proposed ser-
vice delivery framework, which contains trustworthy vehicle
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TABLE V
A DETAILED TAXONOMY OF SDIOT-EDGE SOLUTIONS WITH REFERENCE TO DIFFERENT PERFORMANCE PARAMETERS

selection for misbehavior detection. A Byzantine fault-tolerant
network to enhance transmission and processing efficiency
using resource strategies for IoT-Fog computing has been
proposed in [192]. It is a three-tier heterogeneous IoT-Fog
model consisting of routers as fog nodes. The breadth-first
search and two Byzantine fault-tolerant resource allocation
strategies are used to distribute fog node’s workload capacities
to the requesting IoT users. Authors in [193] use a certi-
fication authority to authenticate the IoT devices to ensure
fault-tolerance in IoT-Fog. The IoT devices use digital certifi-
cates issued by a specific certification authority where a central
fog node is responsible for certificate revocation using bloom
filtering.

Although the proposed approaches ensure fault-tolerance,
they induce more traffic delays during traffic inspection. Every
checkpoint adds a latency value to the data transfer; however,
avoiding faults is imperative in the current information-centric
networks.

Along with the solutions mentioned above, many state-
of-the-art edge architectures have also been proposed in the
literature. The ENORM framework provides edge computing
facilities by bringing the computation resources close to the
edge of devices. It is composed of a manager that manages
edge nodes, a monitor, and a hardware layer that includes the
host OS and applications to communicate with the edge of the
devices [202]. The Open Carrier Interface (OCI) is an open-
source edge computing framework that provides an abstraction
layer for the edge services [203]. This framework offers an
interface for the network providers to enable edge computing.
It is composed of global and local OCI, a resource manager,

and an OCI library. The EdgeX Foundry project was started
by the Linux Foundation to develop an edge computing frame-
work [204]. The primary purpose of this project is to provide
edge services for IoT ecosystems. This project uses embedded
devices such as gateways to support IIoT. An edge comput-
ing framework for IoT was proposed by Eurotech [205]. It
can provide services to the devices developed using the Open
Service Gateway Initiative (OSGi) and modular IoT frame-
work. The Edge-as-a-service framework has been presented
for the distributed cloud in [206]. It consists of a discovery
platform that identifies edge devices and makes them available
for service provisioning, where a service provider facilitates
the offloading requests.

I. Lessons Learned: Summary and Insights

Table V classifies the literature on SDIoT-Edge using eight
different parameters. The category parameter corresponds to
the broad classification of the proposed techniques discussed
in this section. The scope and architecture of these techniques
are also presented in Table IV. The scalability shows how
the solution performs when exposed to higher workloads or
an increased number of devices. The IoT infrastructure has
been growing tremendously; therefore, scalable solutions are
required for the future needs of IoT. The offloading param-
eter corresponds to the computation offloading capability in
the solution. The application domain illustrates the application
area, for which the architecture has been proposed. The cloud
domain demonstrates the provisioning of cloud infrastructure,
including edge, fog, and the central cloud paradigm. In the
last two columns, we show that the current research provides
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a solution or only proposes an architecture, whereas the fea-
ture column demonstrates a key aspect of the solution. The
best solution for SDIoT-Edge should be highly scalable, pro-
vide high security, and should support computation offloading
capabilities using the edge infrastructure.

As mentioned in the above discussion, there are numerous
proposals for the effective adoption of IoT-Edge infrastructure
that have been proposed. However, the improved features and
diversity of the devices increase complications and hinder their
adoption. Though the provided abstractions are comprehensive
for small IoT architectures, there is still a need to develop
scalable and secure solutions for the SDIoT-Edge ecosystem.
SDN provides the basis to re-visit the deployment of network
functions. It promotes the idea of the softwarization of the
infrastructure, which supports heterogeneity and dynamicity.
The gateway switches managed by SDN can operate as ingress
hardware to support the connected IoT infrastructure. SDN
enhances IoT network management functions to cater to the
challenge of high scalability. Although it provides efficient
management, centralized control poses issues of throughput,
latency, availability, and single point of failure of the network.

Even though numerous ideas and solutions toward wider
implementation of IoT are conceived, the novel complex-
ities of the disparate infrastructure hinder their adoption.
It has become relatively easy to develop novel solutions
for IoT. However, novel solutions need to consider stan-
dardization and existing solutions to enhance interoperability
among the prevalent devices. The existing solutions lack in
addressing all the critical aspects of IoT to enhance seamless
service provisioning and prompt support. A distributed ser-
vice provisioning solution can be considered to overcome the
resource-limitations in the edge cloudlets. However, this may
cause extra overhead of latency constraints and the abstraction
of a singular cloud. Moreover, the location-awareness must
be addressed explicitly because of the mobile nature of IoT
devices. Standardized test-beds for IoT experimentation are
highly needed, which can provide actual results. Finally, we
have discussed multiple proposals to solve the service orches-
tration problem in IoT; however, there is still a need to develop
real solutions that explicitly address these problems.

V. CASE STUDIES

SDIoT-Edge enables efficient resource management using
programmability, computation offloading, and dynamic con-
trol. In this section, we discuss the use cases of SDIoT-Edge,
including smart cities and intelligent healthcare. We select
these two case studies because of their higher influence in
facilitating human lives where the smart cities enable sustain-
able living standards, whereas intelligent healthcare ensures a
healthy lifestyle using smart healthcare infrastructure.

A. Smart City

The miniaturization of the sensory technologies provoked
immense development in the smart cities [158], [207]. Smart
cities facilitate the citizens to enjoy a secure, autonomous,
and reliable lifestyle using the smart infrastructure. Compute-
intensive applications in smart cities produce an immense

amount of data that needs latency-aware computation tech-
niques. SDIoT-Edge efficiently manages smart city infrastruc-
ture by addressing the requirements of fault-tolerance, latency,
security, and reliability. Smart cities can get extensive benefits
from SDIoT-Edge including flexible innovation, traffic dissem-
ination on multiple devices, infrastructure management, and
interoperability among heterogeneous devices. In this section,
we provide two detailed use cases of the smart cities, includ-
ing Intelligent Transportation Systems (ITS), and smart homes
in the following.

1) Intelligent Transportation Systems: IoT enables a novel
paradigm of the Internet of Vehicles (IoV) infrastructure,
which utilizes edge computing to offer novel services for trans-
portation systems. In an ITS, IoV connects different vehicles
with the Roadside Units (RSU) and the other vehicles using
sensors and geofencing technologies. IoV leverages the edge
cloudlets for service provisioning and orchestration. In this
paradigm, SDN enables virtualization of the resources, which
transform hardware-oriented services into software-based solu-
tions. Tremendous research has been currently performed
on smart vehicles in academia and industry [208]. ITS has
been currently used with battery-powered smart vehicles to
provide Eco-friendly transportation services. A use case of
pay-per-charge has been adopted in Germany, which uses
crowdsourcing to charge the battery-powered vehicles [209].
This ITS ecosystem requires the integration of smart charg-
ing stations, vehicles, and payment facilities with the cloud.
Smart vehicles can assess the nearest charging station and book
an appointment on a mutually acceptable charging price. The
charging price can be paid using the smart online transaction
without a significant interference of the user. In this situation,
SDIoT-Edge comes into play to support the whole ecosys-
tem by handling runtime transactions and charging stations’
appointments at the edge. These vehicles use the installed
sensors to perform most of the tasks autonomously. Edge com-
puting provides the capability to perform surveillance with a
360-degree view of the vehicles from the other vehicles and
geofencing boundaries. The sensing capabilities provided by
the brake sensors, measurement sensors, and positions sensors
enable appropriate decision-making abilities for the controllers
to take countermeasures.

Fig. 9 shows an ITS paradigm in a smart city. We can
observe the RSUs, which provides the communication services
to the driving vehicles. The Roadside Unit Controllers (RSUC)
manage the RSUs and are controlled by distributed controllers
presenting a logically single view of the SDN controller.
The distributed SDN controllers in the ITS provides services
of traffic management, edge resource discovery, and mobil-
ity management. The BSs shown in the figure facilitate the
accessibility to the edge services. Edge computing in this
architecture provides efficient low-latency services to the
users. The ITS has been equipped with the OpenFlow pro-
tocol, which is governed by the distributed controllers at the
control plane. The vehicles are equipped with long-distance
5G/6G/WiMax connections for the communication. The ITS
ecosystem enables communication with the fueling stations,
payment endpoints, and the emergency infrastructure con-
nected by the Internet backbone. A hybrid communication
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Fig. 9. A smart city paradigm using SDIoT-Edge ecosystem.

procedure has been utilized where the distributed controllers
send the abstract rules to the RSUC, whereas the precise
control has always been decided by the control plane. The
vehicles continuously communicate with each other using sta-
tus messages as well as with the geofencing and surveillance
infrastructure. The controllers maintains a global connectiv-
ity graph using the information propagation from the RSUC
and the BS, which facilitates a centralized decision-making
capability.

Communication in the ITS includes control and data traffic.
Edge computing provide low-latency services to the request-
ing ITS applications. SDN in ITS provides virtualization,
whereas BSs and RSUC can handle the hypervisor for VM
management, which enables portability and efficient resource
utilization. The application plane in the SDN enables mobility-
aware VM management. Vehicles in the ITS are continuously
moving and need to distribute the offloaded tasks consider-
ing the service mobility and topology changes. ITS employs
the Service-Oriented Architecture (SOA) for the low-level
message exchange. The controller, BS, and RSUCs provide
services according to the installed software. For instance, con-
sider a task that needs to be performed in an ITS that may
need operations at different endpoints in the system. Here,
the SDN controllers manage the services at different service-
providing platforms and stores the results. Finally, the control
plan incorporates the results of all the subtasks and provides
the cumulative results back to the request originator.

2) Smart Homes: The available smart homes’ use cases
provide the framework for future living in a smart city
paradigm. Many companies have been working on proto-
type solutions for smart homes. The interaction among smart
devices in smart homes produces a massive amount of data,
and the real-time analytics of the data can provide immense
opportunities in realizing smart city concepts [48]. For exam-
ple, the fire stations of a smart city can monitor the real-time
status of the homes and provide rapid response in case of an
emergency. Similarly, smart hospitals can monitor the patient’s
daily routine in smart homes and propose remedial prescrip-
tions to patients. These opportunities enable a significant cost
reduction and improved living standards.

Smart homes are usually composed of sensors equipped in
the appliances. The categories of components in smart homes
can be physical systems, communication, and context-aware
components. The physical systems consist of the home appli-
ances equipped with sensors that are capable of capturing and
forwarding sophisticated measurements. The communication
systems provide connectivity in the smart home ecosystems,
whereas the contextual systems provide intelligent decision-
making capabilities that have been moderated by the rules
provided by the administrators.

Fig. 9 also shows a use case of a smart home in a smart city
scenario that uses edge computing infrastructure for offloading
the latency-sensitive tasks. The home appliances are con-
nected with the gateway that further connects to the distributed
controllers and the edge infrastructure. The smart home is con-
nected to the fire stations and hospitals, which communicate
using the wireless infrastructure. Smart home applications con-
tinuously generate data, where the analysis of the data provides
opportunities for understanding the dynamics of the homes. As
smart home appliances do not contain sophisticated data stor-
age capabilities, they need cloud storage services. The edge
nodes are capable of processing the data streams continu-
ously from smart homes and providing storage at the edge
of the devices. Moreover, it offers processing capabilities in
near real-time. The unification of edge computing in smart
homes solves the challenge of latency-sensitive computations,
which was previously caused by the transport protocol of the
cloud [168], [210].

B. Intelligent Healthcare

SDIoT-Edge can be extensively used in the healthcare indus-
try to control diseases, perform skilled diagnoses, and help in
executing complex surgical treatments (e.g., spinal surgery) at
remote locations. It facilitates sensors to collect medical data
and assist in critical decision making [211]. It addresses the
critical healthcare requirements of latency, fault-tolerance, traf-
fic dissemination, data classification, and security. It supports
the mobility of healthcare and AR infrastructure by providing
mobility-aware VM migration. The immense amount of data
generated by intelligent healthcare infrastructure can be ade-
quately managed by edge cloudlets. It invokes the AR concept
to perform medical treatments at remote locations. Moreover,
SDIoT-Edge supports innovation in intelligent healthcare by
application development to flexibly manage critical healthcare
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Fig. 10. A smart healthcare paradigm employing medical sensors at the data
plane including AR, patient management, and other IoT sensors.

traffic. We provide SDIoT-Edge use cases in healthcare in the
following.

1) Smart Health Monitoring Systems: Smart healthcare
is envisioned by offering low-cost and effective real-time
healthcare facilities ubiquitously. Smart health monitoring is
a promising field that lies on the intersection of medical
informatics, public healthcare, and cognitive capabilities using
the IoT. The SDIoT-Edge-enabled smart healthcare system
has been shown in Fig. 10. This architecture supports med-
ical devices to share data using gateways, whereas the edge
cloudlets provide offloading services to the resource-limited
healthcare devices. The smart health monitoring system uses
the concept of ubiquitous computing and ambient intelligence
that is augmented in the personalized healthcare systems.
Smart health monitoring is associated with the wellbeing of
humans by smart decision making based on collected data
from biomedical sensors, genomics, wearable sensors, and
social media. The data from biomedical sensors is critical,
which needs prompt processing to support intelligent deci-
sion making. The smart health monitoring systems connect
tiny nodes having sensing and actuating capacities embedded
inside or outside the human body. As the data generation and
processing devices have been immensely increased, the smart
healthcare data needs to be retrieved, updated, and transferred
efficiently. SDN in healthcare provides heterogeneous infras-
tructure management where the traffic from a large number
of sensors can be efficiently directed using the OpenFlow

protocol. Moreover, the network programmability of SDN
facilitates data transfer among medical devices manufactured
by different vendors. The real-time data processing needs can
be handled using edge computing.

In SDIoT-Edge, the sensor nodes record and transmit data
to the edge cloudlets using BS. SDN and edge computing
can collaborate to execute latency-critical tasks from hetero-
geneous medical devices. The gateways are used as central
hubs between medical devices and the edge cloudlets. SDN
and edge computing empower the healthcare network to
maintain mobility, scalability, low-latency, and load balancing
to develop remote healthcare systems. SDIoT-Edge provides
extensive capabilities in smart healthcare for infrastructure and
data management. However, because of the critical nature of
latency-sensitive data in healthcare, deciding the local and
remote execution of tasks is imperative where hierarchical
computation partitioning techniques can be employed for deci-
sion making. Network resources can be virtualized using SDN
and NFV, where the latency-sensitive resource requests can be
processed at the edge. Personalized resources can be allocated
according to the health status of the patient using intelligent
disease analysis. The issue of mobility and scalability arise
due to a significant number of mobile medical devices, which
can be managed using mobility management and resource
discovery services in SDIoT-Edge. There is an immense poten-
tial of SDIoT-Edge in the healthcare technology where smart
healthcare infrastructure can interact for aggregated decision
making, which will enhance the patient monitoring and overall
healthcare facilities.

2) Augmented Reality in Healthcare: AR-enabled smart
healthcare facilities support users by offering smart medi-
cal care, remote live support, smart Web-based AR features,
and patient monitoring facilities. The AR example using
SDIoT-Edge has been shown in Fig. 10, which presents the
communication of the AR system with the controller using the
wireless gateways. Edge cloudlets are deployed near the edge
of AR to support latency-sensitive data transfer to and from
the AR applications. The application plane provides mobility-
aware AR management for seamless service orchestration. AR
supports medical specialists to inspect the patient, ask ques-
tions, and prescribe the medicines remotely. SDIoT-Edge can
effectively enhance AR implementation in the medical indus-
try. Currently, hospitals are digitizing the medical process; for
instance, the patient’s body can be digitally mapped for surgery
or even venipuncture using AR. SDIoT-Edge can be used to
manage patients’ medical records, their current health status,
and time to the next medical checkup. A software dashboard is
utilized by the doctor, who receives information from the sen-
sors attached to the patient’s body to make real-time decisions.
The same data is available to the on-sight medical staff in the
form of AR solutions with diagnosis instructions. The doctor
and the support staff collaborate using AR to provide medical
services to the patients. AR requires latency-sensitive solutions
that can be provided by the edge infrastructure. On-sight sen-
sors use edge cloudlets near them to process latency-sensitive
applications. Heterogeneity in the infrastructure can be han-
dled by the virtualization offered by SDN and NFV. The
controller in SDIoT-Edge uses OpenFlow messages to drive
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the network traffic and ensure end-to-end information delivery.
Hence, smart sensors, edge cloudlets, and SDN offer extensive
support for AR applications in healthcare.

AR requires compute-intensive computing capabilities due
to having CPU and GPU-intensive AR algorithms. A novel
signaling architecture is required to predict AR demands to
support real-time network adaptation for varying resource
demands of AR applications. The AR computation in SDIoT-
Edge is distributed on several nodes comprising of access
points, BS, gateways, traffic aggregation points, routers, and
switches, etc. Here, the BSs are composed of the digital signal
processors customized according to their workloads. SDIoT-
Edge distributes the load at one BS to a nearby BS using
centralized traffic management. Moreover, AR applications use
hardware from different vendors and employ different com-
munication protocols that can effectively be handled by SDN.
The SDN controller can program the compute-intensive traffic
from the AR sources using the OpenFlow protocol to the edge
cloudlets’ proximity. Moreover, the REST API at the north-
bound interface of the SDIoT-Edge is capable of providing an
interface for application development to forward traffic in a
customized way.

Moreover, SDIoT-Edge can be used to support AR in the
industry by explicitly focusing on human-machine interac-
tions. This paradigm includes AR to enhance physical and
sensory experiences through digital graphics and computer-
generated simulations. AR technology can be used to keep the
track record of industrial products, their efficiency, and time
to the next maintenance. By using a system dashboard, the
managers can make decisions and adjust the values to prolong
the maintenance schedule of industrial components. The same
data is available to the on-sight technicians in the form of AR
solutions with maintenance instructions. Technicians and the
experts collaborate through three dimensional AR animations
remotely.

C. Lessons Learned: Summary and Insights

The big data generated by smart infrastructure in SDIoT-
Edge needs real-time treatment, which suffers from uncertain
provenance challenges. Traditional data processing techniques,
such as Structured Query Language (SQL), fails in this
paradigm. Therefore, machine learning techniques can be
applied to the generated data to ascertain key insights that help
in critical decision making [212]. Consequently, data manage-
ment is critical in the smart infrastructure as the quality of any
smart system depends on precise decision-making capability.
Moreover, the data generated by the smart city infrastructure
needs cost-effective solutions closer to smart devices. The pre-
processing of the data needs to meet the latency requirements,
as the data from the surveillance infrastructure, healthcare
measurements, and transaction records need real-time process-
ing. This requirement can be fulfilled by the edge computing
infrastructure. Data in smart cities and healthcare comes from
heterogeneous resources at high volumes and velocity where
edge computing may operate as a pre-processing resource.
Similarly, smart healthcare requires performance integration,
and virtualization services to support the latency-critical and

compute-intensive tasks of AR. Furthermore, the protocols in
the smart infrastructure need to be aligned with the avail-
able M2M, and WSN standards as the development of novel
protocols involve higher costs and interoperability issues.

This section provided two case studies using the SDIoT-
Edge for seamless service orchestration, including smart cities
and smart healthcare. Besides the tremendous achievements in
the smart city domain, enormous challenges still exist, includ-
ing heterogeneity in communication infrastructure, diverse
QoS requirements, and scalability issues. In this regard, the
Software-Defined Internet of Vehicles (SDIoV) architecture
can provide effective management in the heterogeneous IoV
paradigm. Vehicles in the IoV change locations from one RSU
to another, which needs mobility-aware service provisioning.
Moreover, the security of IoV is vital, which can have dam-
aging consequences. For instance, an adversary can access the
vehicle and modify the lane information, which might result in
accidents. Edge cloudlets in smart healthcare might be placed
in the eNodeB or near user equipment. The eNodeB needs to
provide coverage to a large number of users, which require
higher computational power, whereas placing edge nodes near
the user equipment will require less computational resources;
however, it will impact the coverage. Data in IoV suffers from
intense spatial and temporal variations that may congest edge
computing BS. Moreover, the dynamic resource provisioning
might suffer from under-load or overload resource utilization,
which provokes QoS, performance degradation, and loss of
revenue. The resources in the edge computing are virtualized
to fulfill the application needs. However, the VM energy con-
sumption of the idle state is 60% than that of the active state;
so, underutilization of the resources must be avoided.

Future smart cities and healthcare will produce an immense
amount of data that will need efficient management, where
edge computing and the central cloud will play a pivotal role.
However, there is still a need for seamless integration of dis-
tributed edge cloudlets and the central cloud for continuous
service orchestration, which can be achieved by standardiza-
tion efforts. There is a need to devise protocols at different
levels of SDIoT-Edge for efficient resource delivery.

VI. SOFTWARE-DEFINED INTERNET OF THINGS AND

EDGE COMPUTING STANDARDIZATION

Standardization is a key enabling factor to achieve high
adoption due to the complexity in the integration of diverse
platforms. A comprehensive standardization framework is
required for the effective realization of IoT in the current
communication-intensive paradigm [213]. During the start of
Internet technology, TCP/IP was an essential standard toward
the revolution of the Internet. However, by analyzing TCP/IP
from the IoT perspective, we can find that most of its protocols
at different layers are not implementable in IoT [214]. The
computation resource constraint must be considered before
any IoT standardization. Moreover, an extensive study from
all prospects must be performed before any IoT standardiza-
tion because the security element in the most widely used
IP protocol has not yet been utilized due to the high cost
associated with it. We discuss the separate standardization
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TABLE VI
STANDARDIZATION EFFORTS IN IOT, SDN, AND EDGE COMPUTING

measures in the SDIoT-Edge ecosystem. Table VI presents the
standards in SDN, IoT, and Edge computing, their character-
istics, and application scope. The characteristics correspond to
the type of requirements that the protocol can address in the
heterogeneous SDIoT-Edge computing.

A. Internet of Things Standardization

IoT comprises of low-cost and resource-limited devices as
compared to the traditional computing infrastructure. Most of
the IoT devices possess lower energy and employ low-end
microcontrollers with limited memory. The traditional Internet
protocols are not supported by these devices, which pose a
greater challenge on the communication of IoT. Recently sev-
eral IETF working groups have been created to address these
challenges. Fig. 11 shows the IoT protocol stack representing

Fig. 11. The IoT protocol stack.

protocols at different layers [215]. It shows the communi-
cation standards at all the layers that are responsible for
the service orchestration. IETF standardization efforts have
played a key role in establishing light-weight communica-
tion protocols for the IoT, deployed over the prevailing IP
network. IEEE 802.15.4 standard has been designed for the
Wireless Personal Area Networks (WPANs), which defines
the interaction among the physical and media access con-
trol layers under the low-resource constraints, as shown in
Fig. 11. For instance, 6LoWPAN is a lightweight protocol
that ensures the delivery of IPv6 packets over the IEEE
802.15.4 wireless networks. Similarly, Low-Power-Wide-Area
Network (LPWAN) supports long-distance IoT communica-
tion at lower bit rates. Long Range (LoRa) is an LPWAN
technology based on the spread spectrum modulation tech-
nique. It is a non-cellular LPWAN wireless communication
network protocol that operates in the license-free spectrum
like 169 MHz, 433 MHz, 868 MHz (Europe), and 915 MHz
(North America) supporting long-range communication with
lower power consumption. It distinguishes itself from Wireless
Wide Area Network (WWAN), which was designed to pro-
vide connectivity to the businesses carrying more data, which
consumes more power.

Various IoT standards have been developed including
IEEE [216], Thread Group [217], and Open Interconnected
Consortium [218], [219]. Any protocol for IoT standardization
must consider resource limitation of the IoT infrastructure.
Various working groups have been devised to standard-
ize IoT communication protocols that are adaptable to the
current TCP/IP paradigm. CoAP and Constrained RESTful
Environments (CoRE) are the prevailing examples of such pro-
tocols, where CoAP is a lightweight HTTP version, whereas
CoRE is a RESTful API for the application layer of IoT [220].
The Datagram Transport Layer Security (DTLS) is one such
secure transport-level protocol that is suitable for resource-
limited IoT devices employing User Datagram Protocol (UDP)
for transport layer communication [221]. The Routing Over
Low Power and Lossy Networks (ROLL) working group has
designed a novel protocol for IPv6 for Low Power and Lossy
Networks (RPL) at the Internet layer of the IoT protocol stack.
In the same way, IEEE has developed 802.15.4, constituting
MAC, and the physical layer of the TCP/IP protocol. Bluetooth
Low Energy (BLE) is a standard that is characterized by
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low energy and the use of a fair data rate, which makes it
appropriate for IoT applications [222].

The protocols mentioned above may further increase com-
plexity and not yield improvement for IoT; hence, there is a
need for dedicated communication platforms designed after
the consideration of the challenges and needs of the IoT
infrastructure.

B. Software-Defined Networking and Network Function
Virtualization Standardization

OpenFlow is one of the first SDN standards released by
the Open Networking Foundation (ONF), which defines the
interaction of the controller with the forwarding devices [110].
OpenFlow is governed by the SDN controller; it is a powerful
protocol that enables the management of forwarding tables of
the remote network switches. Efforts in the standardization
of SDN and NFV have not been performed by a single entity,
where many organizations, open development institutions, and
industry consortiums, including ETSI, IETF, ONF, 3GPP, and
IEEE have developed SDN standards [122].

IEEE has been widely involved in developing standards for
the SDN/NFV ecosystem. Such an effort to standardize the
services life-cycle is the Next Generation Overlay Networks
(NGSON) standard, which defines the protocols for service
composition [223], self-organizing management [224], and
content delivery [225]. A framework as a reference has already
been developed for collaborative and customer-centric ser-
vice delivery. IEEE standard for SDN/NFV security [226],
performance [227], and reliability [228] defines security,
performance, and reliability models. Each model includes
standard terminology, analytics, and essential components of
SDN/NFV. The IEEE standard for software-defined quantum
communication defines an interface to quantum communica-
tion devices for the reconfiguration and implementation of
diverse protocols [229]. Moreover, SDN bootstrapping proce-
dures [230], SDN-based middleware solutions for control and
management networks [231], recommended best practices for
network reference model, and functional description of IEEE
802 access network standard [232] have also been developed
by IEEE.

Extensive NFV standardization efforts are going on where
IETF RFC 7665 was published in 2015, describing the frame-
work to create and maintain SFC operations [233], [234].
ETSI NFV working group was formulated in 2012 to stan-
dardize the virtualization of network functions and define
a framework to overcome the challenges of the novel
architecture. Moreover, ETSI has published more than 50
group reports on security, service orchestration, and use
cases [118]. Two working groups, IETF and IRTG, in the
Internet Society (ISOC) are working on SDN standards. Two
further working groups, i.e., Interface to Routing Systems
(I2RS) and SFC, have been working on SDN standardiza-
tion under the IFTF organization. In the same way, IRTG
has been involved in publishing Request for Comments (RFC)
titled “Software-Defined Networking: Layers and Architecture
Terminology” standard [163]. The ITU-T has four work-
ing groups SG11, SG13, SG15, and SG16 that are work-
ing on SDN standard development projects. Furthermore,

various open-source projects are being developed, including an
open network operating system, OpenDaylight, Open vSwitch,
OPNFV, and Floodlight open SDN controller [144].

IPsec protocol is a fundamental component of the Software-
Defined Wide Area Networks (SD-WAN). It protects IP traffic
at the network level. The Internet Key Exchange (IKEv2) is a
key management protocol that is used in collaboration with the
IPsec protocol. However, it suffers from scalability challenges
due to the increase in IPsec entities. A flow-based solution
develops security associations to defend against unauthorized
access and scalability challenges [235]. ONF has also formed
a working group to standardize the northbound interface of
SDN [236]. It will accelerate the whole SDIoT-Edge paradigm
because a northbound interface is integral in accomplishing
the application-to-control plane communication. SDIoT-Edge
intends to employ the prevailing standards devised by ONF for
northbound and southbound interfaces. It enforces a distinct
separation among the control and data planes by following the
reference ONF architecture, where the flows are controlled by
the flow entries at the data plane devices.

C. Edge Standardization

Edge computing for IoT service requirements is a vital
paradigm; however, there is a need to standardize edge com-
puting services, including identification of risks, responsibili-
ties, and relationships during its operation. Recently, multiple
efforts in cloud standardization have been performed, includ-
ing IEEE Standard Association [237], ITU [238], ISO [239],
NIST [240], [241], and Cloud Standard Customer Council
(CSCC) [242]. Numerous working groups are involved in edge
computing standardization; one of them is the MEC, which
is an initiative in the industry specification group within the
European Telecommunications Standards Institute (ETSI) that
mainly works on edge computing [243]. The standardization
aims at modifying specifications for uniting IT and telecom
efforts at the level of the Radio Access Network (RAN). In
the same way, the OpenFog consortium developed by giant
tech companies is working on creating an architecture for
applying fog in the IoT area [244]. Mist computing standard
has also been introduced by Cisco to perform computation at
the extreme edges of the IoT infrastructure [245]. It allows
the computation at dispersed nodes of autonomous systems,
which is extended through the edge to the IoT devices [246].
Edge standards need to be developed for the diverse set of
operating platforms that have evolved from public and pri-
vate partnerships in providing IoT-Edge services. Challenges
in edge standardization arise from non-standardized operating
environments. Therefore, the need to benchmark edge nodes
still exists based on standard metrics provided by different
researchers [247]–[249] and organizations such as the Standard
Performance Evaluation Corporation (SPEC) [250].

Table VI shows the edge computing standards including
multi-access edge computing, OpenFog reference architecture,
and mist computing. An ISG within ETSI has been organized,
which published GS MEC-IEG 006 standard in 2017, focusing
on the service deployment using edge, [251]. This standard
defines functional and non-functional performance metrics’
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improvement using edge computing. The capabilities of newly
developed technologies for edge computing are tested on the
ETSI ISG MEC proof of concept framework [252] where the
edge video service orchestration [253], service delivery, and
service chaining [254] are some of the examples.

The next-generation networks must be capable of satisfy-
ing the imperative requirements of latency, energy efficiency,
bandwidth, and continuous mobility. These requirements can
be fulfilled by radio access technology using edge comput-
ing and the core network management using SDN. OpenStack
is a tool for cloud management that supports the centralized
management of SDN. Although there are immense efforts in
the standardization of edge computing, many challenges still
exist, which are directives for further efforts. The services’
complexity and management become a challenge due to the
involvement of multiple third-party stakeholders, including
application developers, device manufacturers, and network
operators. Although the standardization efforts are extensively
going on, the failure of the edge computing servers due to
overloading is inevitable, which can induce huge costs for the
network operators. ETSI ISG proof of concept [252] proclaims
that the success of edge computing lies in continuous coordina-
tion with the central cloud. Therefore, a continuous interaction
among the central cloud and edge computing is imperative for
seamless service orchestration in edge paradigm.

D. Lessons Learned: Summary and Insights

In this section, we have presented current efforts in the stan-
dardization of Edge, IoT, and SDN infrastructure. There are
several standardization bodies, forums, and corporations that
are working on the standardization of the smart infrastructure.
However, a joint effort in this scenario is still missing. We have
illustrated that merely connecting many things to the Internet
does not disseminate into smart infrastructure; there is a need
to develop relevant communication standards and protocols.

SDN offers communication services independent of device
vendors due to the extensive standardization efforts by ONF.
It is capable of managing heterogeneous networks where
sensors from different vendors can be operated in a single
network. OpenFlow is capable of supporting interoperabil-
ity among the data plane devices. Although edge computing
is not directly associated with SDN, the requirements of
edge servers can be mapped to the characteristics of SDN,
which makes it a promising solution for edge computing.
The northbound RESTful interface in the SDIoT-Edge has
the same level of significance as the southbound OpenFlow
interface. Seamless communication among the applications at
the application plane and the controller in SDIoT-Edge needs
vendor-independent interfaces. Therefore, standardization of
the northbound interface will significantly enhance network
management using customized applications.

Immense computational and network resources are required
to achieve a smart transformation that can be provided by SDN
and edge computing. Therefore, standardization of SDIoT-
Edge is a key challenge in its implementation as the early IoT
products have been expeditiously developed by equipping sen-
sors to collect and transmit data. However, with an extremely

Fig. 12. Attack taxonomy in the SDIoT-Edge ecosystem.

large increase in IoT products, standardization has become a
key challenge to gain optimum benefits. Currently, key tech-
nologies are present; however, most of the future work lies in
the standardization of the diverse platforms in SDIoT-Edge.
Many parallel efforts have been going on in the standardization
that lacks a coordinated effort. Rapid development in this field
also poses challenges to standardization. Similarly, most of the
IoT solutions only consider a limited operational paradigm to
reduce the time to market and increased benefits. Large-scale
solutions need immense investments; moreover, the return on
investment cannot be guaranteed during the development pro-
cess, where most of the business owners opt to avoid risks.
There is a need for the development of a standardization body
that includes representatives from different vendors and service
providing agencies. The research in the SDIoT-Edge paradigm
is in its emerging phase; hence, many opportunities exist in
developing standards, protocols, and operational environments.

VII. SECURITY AND PRIVACY IN SOFTWARE-DEFINED

INTERNET OF THINGS USING EDGE COMPUTING

ECOSYSTEM

Security and privacy are the most important issues in
the SDIoT-Edge paradigm [255]. SDIoT-Edge incorporates
a diverse set of devices composed of a multitude of ven-
dors, all having different mechanisms to deal with security
challenges. Therefore, addressing the security and privacy of
SDIoT-Edge poses a vital challenge. Similarly, IoT and edge
devices are limited in computing resources; therefore, pro-
viding specialized security arrangements becomes a difficult
task. Many security vulnerabilities exist in SDIoT-Edge that
can be leveraged by attackers. We discuss security and pri-
vacy by critically considering the vulnerabilities arise due to
the integration of heterogeneous platforms in SDIoT-Edge.
A major threat emerges because of the resource limitation,
which invokes increased attack space in SDIoT-Edge. We
categorize the SDIoT-Edge attacks based on the STRIDE
framework, which provides a systematic terminology to clas-
sify the attacks. Fig. 12 shows the taxonomy of the attack
vulnerabilities in SDIoT-Edge [256]. Moreover, a taxonomy of
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TABLE VII
SDIOT-EDGE ATTACK TAXONOMY BASED ON THE STRIDE FRAMEWORK

attacks based on the STRIDE framework has been presented
in Table VII.

A. Threat Modeling Using STRIDE Framework

We have performed threat modeling in SDIoT-Edge using
the STRIDE attack modeling framework developed by
Microsoft [257]. It constitutes six security aspects, including
spoofing, tampering, repudiation, information disclosure, DoS,
and elevation of privileges that are critical in any network
setting. We map the SDIoT-Edge vulnerabilities using the
STRIDE framework and analyze their consequences. Table VII
discusses the taxonomy of STRIDE using attack definition,
security services affected by the attack, and the consequences
of these attacks on SDIoT-Edge. Security solutions need to be
developed by considering the STRIDE attack taxonomy, which
provides an overview of the security aspects in SDIoT-Edge.
Spoofing attacks capture the information among connecting
hosts, which can provoke vital data loss and illegal access
to critical information. Tampering attacks are directed toward
the data integrity in SDIoT-Edge, causing illegal data access,
cross-service irregularities, and malicious updates of the
authentication keys. The repudiation attacks cause anomalies
in the IoT-Edge authentication, which invoke inconsistencies
in data transfer at the edge and malicious device account-
ability issues. The information disclosure attacks target the
vital information exchanged between the smart infrastructures,

which may include healthcare, vehicular, and fire-safety data.
The DoS attack can have devastating outcomes on SDIoT-Edge
where several use cases can be presented, e.g., flow table over-
flow, C-DPI, A-CPI, application plane, control plane, and data
plane attacks. In the elevation of privilege attack, an IoT device
maliciously accesses unauthorized resources, which can spoof
the information and provoke other information leakage issues.

Although the STRIDE framework encompasses an extensive
attack taxonomy, there are still other attack vulnerabilities that
arise specifically due to the multi-device interaction, resource
limitation, and increased attack space. We explicitly discuss
these attack vulnerabilities in the next section.

B. Security Vulnerabilities

The distributed nature of edge cloudlets in the SDIoT-Edge
reveals novel security risks that were not present in the cen-
tralized cloud. SDIoT-Edge deals with heterogeneous entities,
including virtualization platforms, multiple IoT variations, dis-
tributed systems, and wireless networking technologies. To
ensure security, we need to safeguard all the involved plat-
forms using a security solution. Due to the distributed nature
of infrastructure and mobility of devices, autonomous secu-
rity solutions are required, which induce lower-latency as
compared to the centralized security solutions. The network
endpoints are prone to security challenges where an attacker
can easily access the devices and install malicious software
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to generate attacks. Data processing on edge causes privacy
leakage issues due to multi-device interactions. Moreover, lack
of standardization and competition among the firms to intro-
duce novel IoT devices for market survival is contributing
immensely in increasing the security risks. The authentica-
tion mechanisms at different levels of SDIoT-Edge is one
of the typical security problems in heterogeneous networks.
For instance, a smart temperature meter in smart homes can
be distinguished by a separate IP address. An adversary can
manipulate this device, report false information, and tamper
data, which will disrupt temperature management in the smart
home.

Limited computation power in these devices makes them
vulnerable to be exploited as bots for a diverse set of attacks,
including Distributed Denial of Service (DDoS) [267]–[271],
Man in the Middle (MiTM) [256], location-based privacy
concerns [141], [272], [273], and Link Flooding Attacks
(LFA) [274]–[278]. SDIoT-Edge nodes are highly prone
to DDoS attacks due to the lack of resources to imple-
ment a local security solution to defend against these
attacks [33], [279]–[281]. In addition to these challenges, LFA
can exploit weaknesses of SDIoT-Edge and flood impor-
tant links in a variety of ways, including policy switch
attacks [199], OpenFlow channel attacks [198], [282], and data
plane resource saturation attacks [270]. The OpenFlow chan-
nel attacks can disconnect C-DPI in SDIoT-Edge by using
link flooding and DDoS. The policy switches in SDIoT-Edge
manage the policy of the network, including the firewall and
security [283]. LFA on the policy switch causes the disrup-
tions in per-packet consistency, security, and privacy. DDoS
attacks on the data plane cause flow table memory satura-
tion in the SDN switches [284]. This attack sends a flood of
flows to the switches that causes packet miss in the switch
flow table and trigger a new flow rule installation. Multiple
flow rule installation requests cause limited Ternary Content-
Addressable Memory (TCAM) in the switches to overflow
and disrupt the network communication. Strong NIDS can be
developed for a specific edge node and can be deployed on
similar nodes. In the same way, lightweight solutions against
flooding attacks can also be developed specifically, providing
defense against MiTM-spoofing attacks.

C. Countermeasures, Solutions, and Security Protocols

Data transfer in SDIoT-Edge suffers from immense attack
vulnerabilities. Attacks like worm propagation, sniffer attacks,
and resource saturation attacks can be launched to congest the
network resources or bring down the controllers. Edge comput-
ing utilizes a variety of different networks, including wireless,
Wi-Fi, and ultra-dense networks, which introduce immense
management traffic. Thus isolation of management and data
traffic poses challenges of data management. Moreover, adver-
saries can utilize this data to generate DoS attacks.

Developing on-device security solutions for IoT is hard
because of the resource limitations [285]. The programmabil-
ity characteristic of SDN can be used to develop network-level
security solutions. SDN provides the capability to program
the network for customized traffic forwarding and network

policy enforcement. Recently, a few techniques have been
proposed to use SDN’s programmability feature to secure
IoT [198], [199]. For instance, the Floodlight open-source
controller provides the flexibility to deploy custom security
applications [282]. It is easy to analyze network traffic due to
centralized traffic management in SDN, which is an impera-
tive characteristic for developing security solutions. Different
mechanisms can be used to detect the malicious traffic (e.g.,
machine learning, bloom filtering), which can then be miti-
gated by customized flow rule installation on the forwarding
devices [286]. Data protection during the transmission pro-
cess can be efficiently achieved using the SDN’s capability
of VLAN ID to separate traffic in different VLAN groups,
which can further be mitigated. Homomorphic encryption
techniques can be used to solve the challenge of data modifica-
tion on distributed edge nodes [287]. Authors in [288] propose
privacy-preserving public auditing to protect data stored in
the cloud via third-party auditors. Two authentication proto-
cols (i.e., for the same and different access privileges) are
designed to verify file search results. Finally, a third-party
auditor ensures the security of the data storage, where the audi-
tor itself uses homomorphic encryption and random mask for
protection. IPSec is a security protocol that is used to protect
network traffic in SD-WAN [235].

Security vulnerabilities arise while transferring data to and
from the edge nodes in the SDIoT-Edge. Verifiable computa-
tion [289] uses compute-nodes to offload the task. A public
encryption key is generated by the IoT where key-value, and
computation can be compared to authenticate the data [290].
Trust between edge nodes and the end devices must be avail-
able to ensure security; where Clemens et al. proposed a trust-
based authentication solution to solve this challenge [291].
This method ensures the authentication using integrity mea-
surement and attestation to verify integrity evidence from edge
devices. Echeverría et al. proposed a trust identity solution in
disconnected environments using identity-based cryptography
and secure key exchange. This solution provides application,
OS, network, and site-level controls, which can efficiently
safeguard the disconnected environments [292].

D. Privacy Concerns

IoT and edge nodes can be manipulated in vehicular
networks, which can be transformed into adversaries to spread
disinformation to the vehicles driving through the edge node’s
range [293], [294]. The user location can be exposed using
IoT devices when they offload their data on edge nodes, for
example, wearable devices send data to the edge, which per-
forms the computation and may further forward this data to
the cloud [295]. During the data transmission, edge nodes and
central cloud can ascertain the location of the user even in
the presence of anonymity solutions. Fake, comprised, and
manipulated IoT and edge nodes are threats to the network
infrastructure due to the difference in trust models being
used in different devices that require a massive investment
in trust management [296]. Similarly, it is challenging to
develop blacklists for these suspicious devices in a massively
distributed paradigm.
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Individuals are usually reluctant to share their personal
information; however, with more IoT-Edge deployment, per-
sonal information is exposed to unnecessary individuals.
Privacy breaches such as those arising from the exploitation
of credit card information leaks at payment on edge nodes, in
addition to customers’ health information by the pharmacies,
financial information by the insurance companies, and travel
information at the refueling stations can be easily exposed
in SDIoT-Edge. Consequently, there is a need for compre-
hensive privacy mechanisms to secure user data leakage in
SDIoT-Edge.

E. DDoS Attacks

In the SDIoT-Edge paradigm, most of the devastating
attacks are the DDoS attacks. IoT comprises a heterogeneous
range of devices; hence, the manufacturers often use this as an
excuse to provide adequate security measures. Therefore, IoT
devices act as readily available objects that can be manipulated
for DDoS attacks. The most devastating DDoS in SDIoT-Edge
includes the following.

• Flow-table overflow attacks
• Controller process attacks
• OpenFlow agent attacks
The first DDoS attack against smart home-based IoT devices

was observed in 2014 when the attackers broke into one
hundred thousand IoT devices by sending malicious emails
targeting the enterprises and individual customers around the
world [297]. During the past several years, DDoS attacks have
become a routine in the IoT infrastructure, where more than
550 attacks have been observed per year, generating a peak
traffic load of 800 Gbps at a time. These attacks are grow-
ing rapidly, and the yearly growth of 150% is observed that
has incurred a cost of approximately 30,000$ per hour [298].
The most severe is the Mirai malware attack, which had
blocked access to the IoT services and ISPs in the U.S by
injecting Mirai malware in the IoT devices. This malware
manipulated the IoT devices into bots that attacked important
servers [281], [299]–[302].

IoT networks are prone to DDoS attacks because they are
not supported by the policy mechanisms for traffic handling.
In the same way, the devices connected by the SDIoT-Edge
network are heterogeneous in nature, employing different com-
putation and battery capacities. Limited computation resources
in IoT makes the deployment of state-of-the-art security
solutions a challenging task. The availability of service provi-
sioning has also been limited and only a specific number of
requests can be fulfilled at a certain time. Another vulnerable
nature of IoT is that it is designed as an open framework for
multiple connected devices; therefore, considerably less con-
trol exists over simplified connected objects. The workflow
in IoT is also dependent on multiple devices that can have a
cascading effect on the attack area during DDoS.

F. MiTM Attacks

In the MiTM attacks, the adversary intercepts the commu-
nication channel between two hosts and access, modify, or
replace the ongoing traffic [260]. The victims continue the

Fig. 13. An example of the MiTM attacks on the OpenFlow channel of
SDIoT-Edge.

regular interaction believing that the communication channel
is protected. The aim of the MiTM attack is to compromise
confidentiality, integrity, and availability of the network by
eavesdropping, intercepting, and spoiling the network traffic.
In SDIoT-Edge, the OpenFlow channel can become the tar-
get of the MiTM attacks where the information exchanged
between the switches and the controller can be intercepted by
a smart adversary.

Li et al. [256] and Stojmenovic [303] propose the feasibil-
ity of MiTM attacks against the cloud and IoT infrastructure.
A considerable number of IoT devices suffer from the chal-
lenge of firmware update attacks where the adversary updates
the IoT device’s firmware using a legitimate update method.
If there is a device with such a vulnerability: 1) the adver-
sary comprehends the device by firmware modification; 2) then
deploys a client certificate at the gateway and OFSwitch claim-
ing that both the nodes need to use this certificate for the future
communication; 3) the adversary then spoofs the communi-
cation between the controller and OFSwitch; and 4) launches
MiTM attack. Li et al. [256] present the idea of an SDN-based
centralized controller and fog computing to alleviate MiTM
attacks. They investigate MiTM attacks on the OpenFlow
channel and provide defense using Bloom filters in order to
examine stealthy malicious updates in the packets. However,
the problem with their approach is that if all the switches
in the path of a flow are comprehended, then this approach
becomes invalid. Fig. 13 shows the sequence of possibilities
of MiTM attacks on the SDIoT-Edge infrastructure. To avoid
MiTM attacks, lightweight encryption/decryption schemes are
needed to authenticate the devices prior to serving the requests.
The figure shows that four types of attacks are possible in this
scenario, as given in the following.

• MiTM-spoofing attacks
• Topology poisoning attacks
• Flow modification attacks
• Information theft attacks
In the MiTM-spoofing attacks, the attacker can intercept the

OpenFlow channel and modify the victim’s switch forwarding
table using spoofing techniques such as ARP spoofing. The
Link Layer Discovery Protocol (LLDP) packets are utilized by
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Fig. 14. An example of LFA in the SDIoT-Edge paradigm.

the controller in order to learn the topology of the network.
The attacker can customize the LLDP packets by modifying
the maximum length and output port in a PACKET_OUT mes-
sage. The switch will not be able to access the message due to
the malicious modifications and will respond by sending a fake
topology to the controller. In the flow modification attacks, the
attacker redirects traffic from a host to an irrelevant host by
modifying flows. Similarly, during the process of redirecting
network traffic, the adversary has the ability to collect vital
information over the network, causing vital information loss.

G. LFAs

LFA has been involved in causing an outage in the major
Internet infrastructures [304]. The adversary can exploit secu-
rity limitations in the IoT devices and launch devastating LFA
on the Internet infrastructure. Flooding attacks have the abil-
ity to congest specific links connected to important nodes.
LFAs are dangerous in SDIoT-Edge because they use low-
rate traffic to flood important servers. This traffic behaves
the same as the legitimate traffic; so, detection and defense
against LFA become a complex challenge. Different varia-
tions of LFA exist, such as Coremelt [305], Crossfire [306],
and Spamhaus [307]. Fig. 14 shows that IoT nodes can be
exploited to send low-rate traffic toward decoys, which can
disrupt the network and shut it down in extreme conditions.
The figure shows that LFA causes four types of vulnerabilities
in SDIoT-Edge networks, which are as follows.

• OpenFlow channel attacks
• Policy switch cut-off attacks
• Intra controller attacks
• Flow-table overflow attacks
In the open flow channel attacks, the adversary can manip-

ulate IoT devices to send low-rate traffic toward the switches
to cause a packet miss. Furthermore, the switch will send the
traffic packets to the controller, which can cause flooding on
the OpenFlow channel. This attack has the ability to discon-
nect the OpenFlow channel from the rest of the network. The
policy consistency is an essential characteristic in the SDNs
to provide seamless services that are performed by the policy
switch in the network. A smart adversary can cause flooding
on the policy switch links in order to disconnect them from the

rest of the network. In the same way, the switches are equipped
with low-size storage known as TCAM to maintain flow tables.
The adversary can send a flood of low-rate packets to the tar-
get switch causing a packet miss that triggers the installation
of new flow rules [266]. Consequently, after a significant rule
installation, a point will come when the TCAM memory will
be exhausted. Therefore, LFA has the ability to disrupt com-
munication in SDIoT-Edge; therefore, adequate security must
be provided in order to defend these potentially devastating
attacks.

H. Lessons Learned: Summary and Insights

In summary, the IoT-Edge infrastructure suffers from many
security threats that can leverage the resource limitation of
these devices. Research in IoT-Edge has been in its evolution-
ary phase; in this regard, the solution developers and industry
must put extensive efforts into realizing the underlying threats
before providing any solution for the SDIoT-Edge ecosystem.
We have provided a taxonomy of the attacks in SDIoT-Edge by
considering the vulnerabilities that arise due to the integration
of heterogeneous infrastructure. The lack of standardization
and immense product delivery needs have instigated core secu-
rity risks in IoT that pose a severe threat to the network
infrastructure. The lack of real-time simulation for IoT experi-
ments poses a challenge for the researchers to develop effective
security solutions. The vulnerabilities of the controller in SDN
have been well established and can become a critical challenge
in the SDIoT-Edge paradigm. Research on providing a solu-
tion for the IoT devices can be of great benefit to the current
network paradigm. The security strategies must also consider
a holistic approach that leverages the benefits of multiple
solutions to cater to the security issues in IoT. For exam-
ple, researchers proposed solutions against OpenFlow channel
DDoS attacks, data-plane attacks, and controller attacks sep-
arately. However, a comprehensive security mechanism that
incorporates the characteristics of all the solutions can be
extremely beneficial for the SDIoT-Edge.

VIII. OPEN ISSUES AND FUTURE RESEARCH DIRECTIONS

Edge computing is continuously being deployed for SDIoT
service orchestration. It is a novel paradigm that has been cre-
ating widespread opportunities for efficient resource deploy-
ment, interoperability, and management. However, multiple
areas in SDIoT-Edge still need to be addressed adequately.
This section provides insights toward open research issues and
future research directions. Table VIII provides the current chal-
lenges in the SDIoT-Edge paradigm and suggests guidelines
to solve these issues.

A. Resource Provision at Edge Nodes

Traditional cloud computing provides powerful resources to
address compute-intensive tasks. Applications that can toler-
ate latency and cost associated with transferring and receiving
back the computation can successfully utilize the central cloud.
However, IoT devices are resource-limited with real-time pro-
cessing needs to control sophisticated infrastructure. Moreover,
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TABLE VIII
A DETAILED DISCUSSION ON OPEN CHALLENGES AND SOLUTION GUIDELINES

the mobility requirements, throughput, big data needs, low-
latency, precise control, and data aggregation pose a challenge
on the use of traditional cloud computing. Therefore, the com-
putation processing can be brought at the edge of IoT to
address these challenges.

Edge cloudlets are placed between IoT and the central
cloud using communication infrastructure, including switches,

gateways, access points, routers, and BSs. Heterogeneous
communication paradigms and multiple platforms provoke
resource provisioning challenges and integration issues. Edge
nodes contain limited resources as compared to the central
cloud; therefore, intelligent decision making is needed to iden-
tify the services, which can be handled at the edge and those
that should be transferred to the central cloud. The workload
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at BSs is handled by the signal processors that are config-
ured for specific operating conditions. Hence, they are not
able to handle dynamic workloads as they are not developed
to provide generic computation resources. Several solutions to
address this problem have been provided by industry, includ-
ing Nokia’s solutions for edge computing [321], OCTEON
Fusion [322], and Cisco’s IOx [323]; however, these solu-
tions are dependent on the use of specific hardware and may
not be suitable for heterogeneous environments. Virtualization
techniques using SDN, NFV, and VMs can be exploited for
dynamic workload handling, platform integration challenges,
and compatibility issues at the BSs. Further, VM caching
techniques can be exploited for swift integrations in future.
Consequently, the need for resource provision at edge nodes
is still a challenge in the SDIoT-Edge ecosystem. A scalable
solution for IoT resource provision at the edge, employing
SDN can be an impactful research direction in this paradigm.

Due to the lower computation power at the edge nodes,
the requesting devices may suffer from resource under-
provisioning, which can be addressed by employing distributed
edge computing. In this paradigm, multiple edge nodes can
cooperate in providing services where SDN can address
communication management issues. SDN applications in the
context of Software-Defined Wireless Networks (SDWN) can
provide the baseline to implement such solutions.

B. Cloud Service Discovery for Internet of Things

Edge device discovery in a heterogeneous and decentral-
ized IoT environment is challenging because it needs special
arrangements to search specific edge nodes over the network.
The exponential growth of IoT devices and massive data
generation provoke data management issues, where novel tech-
niques will be required to handle heterogeneous workloads and
diverse infrastructure. This challenge can be addressed using
distributed data management techniques [308] where storage
using Luby Transform [309] provides a use case deployment.
Seamless service provisioning in a heterogeneous environ-
ment is also a key challenge, where proactive fault-tolerant
mechanisms are required to deal with failover situations. IoT
devices need special arrangements for edge service discov-
ery as they lack compute-intensive processing capabilities;
therefore, research in rapid service discovery needs special
attention.

Using edge services to fulfill widespread IoT demands,
requires the use of switches, routers, gateways, and BSs that
are owned by the public and private organizations, which pro-
voke workflow execution, management, and integration issues.
However, different institutions may have organizational-level
security parameters that need to be standardized for disparate
firms providing services. Subsequently, as several infrastruc-
tures from different organizations are collaborating to provide
services, there is a need to furnish standardized pricing models
for service provisioning.

For efficient edge cloud service discovery, the edge of
the network should be incorporated in the communication
ecosystem where the edge cloudlets will be accessible to the
IoT devices, which can offload the compute-intensive tasks.

Another solution to this challenge is using ETSI MEC stage 3
level APIs, which use token endpoint URI for communica-
tion [29]. Moreover, public cloud resources are available for
service discovery and orchestration like EC2 and Amazon
Web Services (AWS). However, there is a lack of similar
platforms for edge computing services discovery. Edge-as-
a-service (EaaS) has been proposed as a first effort in this
paradigm by Varghese et al. [115]. A discovery protocol
is used, which identifies the edge nodes and makes them
publicly available using a controller. This platform owns a
three-tier architecture where the discovery layer is at the bot-
tom, whereas the top layer constitutes the application servers.
There is still a need to develop edge discovery mechanisms
to publish the edge services, which can be utilized by any
requesting device on a pay as per use pricing model.

C. Heterogeneous Service Architecture

Supporting heterogeneous infrastructures, devices, and
diverse service demands are critical challenges in SDIoT-Edge.
This architecture integrates a diverse combination of platforms,
servers, network topologies, and protocols. It constitutes a
heterogeneous architecture causing complexities to program,
operate, manage, and secure applications operating on different
platforms and locations. Security challenges can be handled by
providing network-based solutions, which provide an efficient
way to secure resource-limited IoT devices.

The distributed edge nodes possess sufficient resources
to handle service requests at the resource-limited devices’
edge. The application developers face challenges in appli-
cation development for end-to-end service orchestration in
a heterogeneous SDIoT-Edge paradigm. Although a few
techniques address the challenge of programmability in
edge computing, they did not consider the specific IoT
characteristics [314], [324], [325]. The device discovery is
complex in IoT-Edge as the IoT devices are unaware of the
nearby edge platforms. Moreover, the edge nodes need to
deploy multiple server-side programs; however, the deploy-
ment and management of these programs is another challenge
because of the distributed nature of edge nodes. These chal-
lenges can be addressed by virtualization services provided by
SDN/NFV and VM management.

The versatility in the service architecture also poses a chal-
lenge on data management, where different storage servers
having different operating systems increase complexities in
file naming, resource allocation, and reliability management.
The naming convention of data becomes another critical issue,
due to the generation of data by multiple resources, where the
URI and DNS schemes are not suitable for the dynamic edge
networks and IoT. The IP-based naming conventions are not
applicable for multi-source and multi-task edge nodes as they
induce huge implementation costs. Schemes like Named Data
Network (NDN) [325] provide a hierarchical naming strategy
for the distributed networks, which is easy for the network
owner to manage. However, it requires extra proxy servers in
the network to integrate heterogeneous communication pro-
tocols. Additionally, it needs source hardware information,
which increases privacy and security issues. The MobilityFirst
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technique [314] separates the device-identity from the IP
and MAC addresses to ensure mobility-aware device dis-
covery. However, this technique requires a globally unique
device-identification, which is not user-friendly.

D. Provision of a Marketplace

Similar to a cloud marketplace, there is still a need to
develop an edge marketplace where edge services can be
acquired as pay-per-demand and pay-per-use pricing standards
of the central cloud. Edge computing has been tremendously
involved in providing services to the latency-sensitive IoT
devices, which suffer from the nonavailability of standards and
SLAs to develop a marketplace. Due to the heterogeneity in
the edge infrastructure providers, lack of coordination becomes
an inevitable situation that results in unbalanced resource
utilization. The temporal variation in the resource demands
can be analyzed to provide resources to the requesting sta-
tions. Moreover, coordination strategies among distributed
edge cloudlets should be developed, which can deal with the
resource over provisioning challenges. Edge cloudlets can be
utilized to provide services in terms of VMs, where resource
requests over the distributed edge nodes can be addressed via
a collocated market. The edge market place should have the
capability to provide on-demand and on-path services for the
customers. As the edge cloudlet resources are limited, they
cannot provide boundless services to the requesting stations.
More often, the demand for a resource can exceed as compared
to the available resources. Therefore, a scheduling mechanism
is needed to allocate the resources to the incoming requests
from the customers, especially for the latency-sensitive appli-
cations [326]. Moreover, these applications cannot be trans-
ferred to other distributed edge cloudlets due to the QoS
requirements, which pose a challenge on distributed request
handling. Hence, the market place for edge computing should
be devised considering the fact that the resource provisioning
over the edge cloudlets is distributed and uncoordinated. A
solution to this challenge would be the deployment of auction-
based service provisioning to the requesting stations based on
the strategies developed in [310], [311].

Moreover, immense challenges still remain in developing
SLAs and pricing standards for such a diverse marketplace.
These challenges may include the allocation of resources over
time to the requesting applications and the pricing mecha-
nisms to service the requests. Therefore, a pricing model can
be assigned to every edge cloudlet considering on-demand,
decentralized, and uncoordinated requests.

E. 5G/6G Networks

5G/6G networks are key enablers for the SDIoT-Edge,
which offer a high-speed communication spectrum that can
support the need for seamless interaction among different plat-
forms. Although 5G networks have been increasingly deployed
as a communication resource, an effective realization of wire-
less SDN is still a challenge where the wireless separation of
C-DPI has not yet been optimized. In this regard, the devel-
opment of standards and protocols for the wireless SDN will
provoke immense opportunities using 5G/6G in SDIoT-Edge.

Device-to-Device (D2D) communication using spectrum shar-
ing is expected to grow using 5G/6G technology. However,
D2D communication in SDIoT-Edge needs high spectrum
hardware and interference management to optimally utilize
the throughput and provide reliable communication. The con-
vergence of 5G/6G, edge computing, IoT, and SDN with AI
can provide analytics capabilities to enable better user experi-
ence in communication, digital content access, automotive IoT,
smart homes, and VR. Moreover, edge analytics and AI give
rise to autonomous networks that enhance the user experience.
However, spectrum sharing and energy harvesting become a
critical challenge in SDIoT-Edge. Further research in 5G/6G
implementation in SDIoT-Edge will provide novel spectrum
sharing solutions, which can considerably enhance the cov-
erage where the high-speed switches at the data plane and
edge resources can interact seamlessly. Further, there is a dire
need of the service infrastructure that can optimally harvest the
capabilities provided by highspeed 5G/6G communication.

In order to optimally utilize the benefits provided by
high-speed 5G/6G communication, there is a need for high-
spectrum capable hardware on both ends (e.g., client and
carrier). In the high device density paradigms, the 5G/6G
networks are capable of providing context-aware middleware
solutions that can overcome the challenges of scalability,
heterogeneity, and mobility. They support the realization of
autonomous networks, which can provide fault-tolerance dur-
ing dynamic network changes. Although 5G/6G networks
provide faster communication, the network scalability is still
a major issue as managing state information of large-scale
IoT devices requires heterogeneous message exchange, which
needs synchronization protocols. Although solutions for cloud
services provision for IoT over 5G/6G communication chan-
nels have been proposed, energy-efficient resource provision,
security, privacy, and VM management are still key chal-
lenges in SDIoT-Edge [137], [327], [328]. 5G/6G networks
can support wireless-NFV for the entire network, which has
the capability to simplify the service orchestration in the
SDIoT-Edge paradigm. 5G/6G networks, with the help of NFV,
aim at providing scalable cloud resources using customized
network slicing for IoT applications. Though 5G/6G networks
are key enablers for the SDIoT-Edge, trusted communication
over the high-speed network in the presence of eavesdroppers
is a significant challenge.

F. Lightweight Algorithms for the Internet of Things and
Edge Nodes

Lightweight algorithms and libraries become imperative
when there are constraints on computational power, battery
life, memory, and storage. As edge nodes and IoT devices
encompass fewer computation resources, for example, the Intel
T3K processor on an edge node supports four core CPUs
having a meager memory that is not capable of support-
ing cloud-level services such as Apache Spark [329], with
an 8-core CPU, supports 8 GB of memory for operation.
Alternatively, Apache Quarks [312] enables real-time analytics
on edge nodes; however, it only provides basic data filtering
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and aggregation capabilities that are not sufficient for current
edge nodes.

As the systems deploying IoT devices are increasing con-
tinuously, resource constraints like data management, low
processing capabilities, smaller memory, and lower battery
power are posing a critical challenge on the performance of
these systems. In this situation, lightweight algorithms for data
filtering, classification, and partitioning (e.g., [14], [154]) are
needed to operate on resource-limited devices. Moreover, data
filtering can be performed before transmitting the data to the
cloud to reduce network resource consumption. Traditional
compute-intensive algorithms may become invalid in the IoT
context; for instance, the RSA 1024-bit cryptography algo-
rithm cannot be deployed in the IoT context. The resource
limitation in IoT requires lightweight security solutions that
can operate on IoT infrastructure. Similarly, lightweight VM
management techniques are required to orchestrate distributed
edge cloudlets’ services. IoT realization is based on devising
connections and operating with heterogeneous infrastructure
where IoT devices are often operated autonomously. Similarly,
data produced by the IoT is used to control sophisticated
infrastructure. Therefore, lightweight data classification algo-
rithms are required to process the data. Lightweight algorithms
are necessary to enable seamless connection, computation
offloading, interoperability, and security among the heteroge-
neous architecture. Moreover, resource limitation in IoT needs
the development of lightweight algorithms, OS, and solutions
that deal with scarce resources.

G. Lightweight Operating Systems for Software-Defined
Internet of Things and Edge Computing Nodes

In SDIoT-Edge, the cloud service nodes lack enough
resources as compared to central cloud servers; therefore,
lightweight OS for edge nodes is required to enable effi-
cient offloading services. The ideal characteristics for edge
OS include less boot time, rapid deployment over diverse
platforms, multitasking, less resource consumption, and fewer
startup delays [330], [331]. Technologies such as Docker [145]
can provide such services; however, these container-based
solutions can hardly provide rapid deployments over diverse
platforms.

There is a high demand for lightweight OS for low-cost sen-
sor technologies like 5G/6G and advanced LTE. Considering
the lower memory footprints in the IoT and edge infrastruc-
ture, any OS must be portable, needs lower computational
resources, support heterogeneous deployment, and should
seamlessly integrate with other solutions, and already available
IoT software.

Moreover, the resource-limitation requirements in the IoT,
need special attention from OS developers to eliminate the
compute-intensive elements from the operating systems. The
developers usually provide novel packages that are often called
snaps. The snaps are software package-images, which can
be downloaded from the multiple network resources instead
of an app store. Any OS for IoT should support low-end
IoT devices, which suffer from low-computational constraints.
Therefore, there is still a need to develop a lightweight OS for

IoT and edge nodes, which consider the modularity, schedul-
ing, memory allocation, and network buffer management
constraints.

Furthermore, there is a strong need to develop effective
maintenance and update mechanisms for SDIoT-Edge solu-
tions. The update patching suffers from reliable installation
issues, due to the presence of resource-limited infrastructure.
For example, power failure during update patching creates
anomalies in the device operation. Therefore, effective rollback
mechanisms should be developed for updates’ patching in the
resource-limited devices [332], [333]. SOA provides software
services through message exchange between different layers
of IoT, which can be used to develop effective solutions for
the updates and maintenance challenges.

H. Unified Architectures

Current research in platform and framework development
has been targeted toward fulfilling specific requirements.
However, many similar requirements arise due to diverse IoT
infrastructure that needs to be addressed for efficient solution
development including multiplatform synchronization, com-
munication heterogeneity, distributed integration, and mobility.
Consequently, there is a need to develop a unified architec-
ture for versatile devices that will encourage interoperability,
ease of synchronization, and leverage standardization. We have
discussed many solutions in this paper; however, most of
the available architectures do not consider the prevailing IoT
demands, which makes it complex to develop an adaptable
solution. Generalization among different IoT solutions, such
as architectures, protocols for interoperability (e.g., [9]–[11]),
and devices will leverage interoperability among IoT for novel
applications.

The existing solutions hardly provide distributed integra-
tion among edge computing nodes and the IoT infrastructure.
A unified architecture using a coordinator might be employed
where the function of the coordinator could be periodically
querying the edge nodes regarding the available resources, job
status, and scheduling. The coordinator can provide seamless
operation among distributed edge cloudlets such as discussed
in [313]. The location-awareness of the IoT also poses chal-
lenges as the computation offloading and transferring results
back to the IoT (For example, IoV) needs location assess-
ment of the underlying device. Therefore, a unified architecture
employing the mobility-awareness is needed to effectively
orchestrate IoT services [314].

I. Security Handling Mechanisms

Edge nodes and IoT devices are part of a decentralized
architecture where nodes can join and leave the network at
any time. This characteristic makes SDIoT-Edge a security
bottleneck, where no single entity acts as a trusted admin-
istrator and controls the security of the infrastructure. Data
transfer among these heterogeneous devices in the absence of
security solutions creates data leakage issues. The resource
constraints pose limitations on employing encryption algo-
rithms like 1024-bit RSA [315]. The distributed privacy-
preserving techniques like differential privacy can solve the
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challenge in the multiplatform paradigm. An example of
distributed authentication is the gateway authentication at
multi-levels [317] and the homomorphic encryption [287].
In the distributed environment, each edge node stores the
credentials of every IoT device, which creates inefficient
utilization of resources; similarly, a centralized credential
repository on a powerful edge node results in communica-
tion overhead on the network. To deal with these issues,
blockchain technology has recently been proposed, which pro-
vides efficient storage for growing records [265], [334]–[337].
Blockchain in IoT can gage the security problems being faced
by IoT devices as blockchain allows only trusted partici-
pants to interact with each other [338]–[340]. A blockchain-
based data-sharing framework uses compute-efficient proof-
of-collaboration, transaction filtering, and offloading to reduce
storage overhead for robust communication [336]. EdgeChain
is a security framework that uses permissioned blockchain and
the underlying currency mechanism to securely associate edge
cloud resources pool with the IoT devices [319]. Edge nodes
can be used to store a log file of records in a distributed
manner. This blockchain-based log implementation stores the
information of the edge nodes’ behavior using exchanged mes-
sages between edge nodes and IoT devices. If an edge or IoT
device misbehaves, other edge nodes can discover its behav-
ior easily. A decentralized security architecture using SDN
blockchain, edge, and fog computing is proposed in [318].
In this architecture, SDN offers continuous monitoring of the
network, whereas blockchain provides decentralized security
to avoid a single point of failure. In addition, blockchains
can be used to develop authentication mechanisms for IoT
devices and edge nodes. Blockchains can be utilized to develop
a secure layer among edge nodes and IoT infrastructure to
ensure security and privacy.

Alternatively, symmetric and asymmetric algorithms can be
developed to handle security issues. However, both of these
algorithms suffer from potential drawbacks as the symmetric
solutions lack in providing sufficient authentication, whereas
the asymmetric solutions contain larger key sizes and consume
more memory. Therefore, there is still a need to develop cryp-
tography solutions that offer lower-key size, increased process-
ing speed, and need fewer computation resources. Moreover,
many device designers use less-secure Bluetooth or ZigBee
for the connection where the adversaries can break through the
Bluetooth passwords and mac addresses on ZigBee. Therefore,
the device designers need to employ standardized Public Key
Infrastructure (PKI) authentication methods and utilize stan-
dard network protocols like TCP/IP to enhance security from
the nodes to the edge infrastructure.

J. Eavesdropping, Flooding, and DDoS Attacks

The attack surface for DDoS and flooding attacks has been
increased due to the development of a huge number of smart
devices. As the IoT devices contain a small memory, the
implementation of device-specific security solutions becomes a
challenge. It makes IoT vulnerable to different attacks, includ-
ing eavesdropping, flooding, and DDoS [65]. The security of
the Internet depends on securing the whole Internet infras-
tructure; so, the network connectivity of attack-vulnerable IoT

devices exposes the global network toward attacks. Internet
entities, such as hosts, servers, and the service infrastructure
contain limited resources that can be saturated by a finite num-
ber of users. This fact increases the possibility of DDoS and
LFA in the SDIoT-Edge. Moreover, simplified communica-
tion models of IoT and non-availability of security solutions
create increased vulnerability of attacks in SDIoT-Edge. Lack
of resources poses limitations on compute-intensive security
solutions; therefore, security frameworks can be developed
at the application plane to secure SDIoT-Edge [198], [199].
However, they pose overhead on the network due to the extra
packet inspection and mitigation processes. Device authentica-
tion using auxiliary edge infrastructure can provide a solution
to authenticate resource-limited IoT devices. EdgeSec [341]
and ReSIoT [342] ensure security against eavesdropping
attacks, which offloads the security function to the edge
cloudlets. However, it becomes riskier when edge nodes are
down, making the IoT devices prone to attacks. Furthermore,
as IoT devices collect imperative data and transfer it to
the edge nodes for processing, the possibilities of eavesdrop
attacks increases. Although the eavesdropping attacks can be
secured using the edge nodes, there is still a need to secure
the communication channels. The development of lightweight
security protocol for the edge nodes and end devices has great
potential in future research. Moreover, enhanced authentication
of IoT and standardization of network security protocols will
help in securing SDIoT-Edge from eavesdropping, flooding
and DDoS Attacks.

K. Controller Bottleneck

In the SDIoT-Edge paradigm, SDN provides scalability by
leveraging the performance of the controller, where many
studies are available that address the performance of SDN con-
trollers based on different workloads, architectures, and imple-
mentations. These studies perform an evaluation of the SDN
controller based on different metrics, including link utilization,
path installation time, flow rule installation, the through-
put of the controller, and latency, which corresponds to the
delay in completing a flow request [54], [262], [343]–[345].
Nevertheless, centralized management in SDIoT-Edge pro-
vides immense opportunities and benefits; however, key chal-
lenges of a single point of failure, OpenFlow channel vulner-
abilities caused by flooding flows, and scalability issues are
associated with this integration. One of the main aspects of
the scalability of the SDN controller is achieved by the sepa-
ration of planes, which instigates the mechanism of controlling
the data plane devices from a different location. As devices at
the data plane cannot decide traffic flow, a seamless commu-
nication mechanism is necessary between the controller and
data plane devices to efficiently manage the network traffic.
This presents a communication overhead between the con-
troller and data plane devices depending on the architecture
of the network, in addition to applications at the application
plane.

The controller is a central component of the network
that can be overloaded with extensive flow rule installation
requests. This forging of the network flows on the controller
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make it a bottleneck due to the limitation of the computation
resources, e.g., memory and processing power. To address this
challenge, distributed controllers can be deployed to avoid the
single point of failure. In this situation, enhanced virtualiza-
tion of network resources using NFV and VM management
has the potential to provide an abstraction of a single con-
troller. Moreover, security solutions can be developed to secure
the OpenFlow channel from flooding attacks [320]. Another
latency requirement is instigated by the difference between
the architectural positioning of the control and data plane.
The latency of flow setup is associated with the duration of
the switch packet processing, the round trip time among the
controllers, and the time taken by the controller in handling
the request. Higher time consumption in the controller-switch
communication, directly affects the flow setup latency, result-
ing in prolonged time delays in updating (e.g., add, delete,
update) the flow rules. This setup causes congestion in the
network and ultimately triggers the failure. A well-organized
synchronization between the data and control plane enhances
the control of the network in handling failover issues.

SDN provides the basis to revisit the deployment of network
functions. It promotes the idea of softwarization that supports
heterogeneity and dynamicity. Alternatively, the centralized
management poses issues of throughput, latency, availability,
and single point of failure of the network. Unified architec-
tures for SDIoT-Edge are needed where service provision,
security, interoperability, and pricing can be effectively han-
dled. Moreover, security solutions for the diverse SDIoT-Edge
ecosystem need to be developed considering constraints from
the diversity and resource limitations in the infrastructure.

IX. CONCLUSION

Programmable networks enable flexible network evolution
and management that leverage the SDN characteristics of sep-
aration of the control and data plane. A massive increase in
IoT infrastructure has been observed due to the advancements
in the field of wireless sensor networks. IoT weaves the fab-
ric of the current smart world infrastructure; however, the
resource-limited IoT devices bring novel challenges of ser-
vice orchestration, management, scalability, and heterogeneity.
In this context, SDN provides virtualization for effective IoT
implementation, whereas edge computing acts as a gateway
between latency-sensitive IoT infrastructure and the traditional
cloud. Although SDN adaptation with the IoT networks seems
promising, there are still many challenges that need to be
addressed for an efficient implementation of the SDIoT-Edge.
The most critical challenge is the integration of the hetero-
geneous infrastructure, where the trust, security, and privacy
among the computation endpoints needs to be established.

This survey proposed SDN and edge computing for effective
IoT service orchestration and infrastructure management. We
provide extensive discussion on the areas where SDN can be
beneficial for efficient IoT implementation using edge comput-
ing. A taxonomy of the available literature has been discussed
based on different performance metrics, which can support
researchers in selecting the relevant solutions according to
their demand. We propose that the standardization in SDIoT-
Edge needs extensive consideration due to the heterogeneity

in the infrastructure. The security and privacy vulnerabili-
ties arising from the multi-device exposure of data are vital
threats to the effective realization of SDIoT-Edge. We pos-
tulate that the attack vectors in IoT are greater than the
traditional networks due to the lack of security solutions.
SDIoT-Edge is the key enabling factor for future genera-
tion computing systems because of intense demand for smart
devices. Therefore, security, privacy, integration, and standard-
ization requirements need to be adequately established for an
effective SDIoT-Edge realization.
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