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How Can Edge Computing Benefit from
Software-Defined Networking: A Survey, Use Cases

& Future Directions
Ahmet Cihat Baktir, Atay Ozgovde, and Cem Ersoy

Abstract—A novel paradigm that changes the scene for the
modern communication and computation systems is the Edge
Computing. It is not a coincidence that terms like Mobile Cloud
Computing, Cloudlets, Fog Computing and Mobile-Edge Com-
puting are gaining popularity both in academia and industry. In
this study, we embrace all these terms under the umbrella concept
of "Edge Computing" to name the trend where computational
infrastructures hence the services themselves are getting closer to
the end user. However, we observe that bringing computational
infrastructures to the proximity of the user does not magically
solve all technical challenges. Moreover, it creates complexities
of its own when not carefully handled. In this work, these
challenges are discussed in depth and categorically analyzed. As
a solution direction, we propose that another major trend in
networking, namely Software-Defined Networking (SDN), should
be taken into account. SDN, which is not proposed specifically
for Edge Computing, can in fact serve as an enabler to lower
the complexity barriers involved and let the real potential of
Edge Computing be achieved. To fully demonstrate our ideas,
initially, we put forward a clear collaboration model for the
SDN-Edge Computing interaction through practical architectures
and show that SDN related mechanisms can feasibly operate
within the Edge Computing infrastructures. Then, we provide
a detailed survey of the approaches that comprise the Edge
Computing domain. A comparative discussion elaborates on
where these technologies meet as well as how they differ. Later,
we discuss the capabilities of SDN and align them with the
technical shortcomings of Edge Computing implementations. We
thoroughly investigate the possible modes of operation and inter-
action between the aforementioned technologies in all directions
and technically deduce a set of "Benefit Areas" which is discussed
in detail. Lastly, as SDN is an evolving technology, we give the
future directions for enhancing the SDN development so that it
can take this collaboration to a further level.

Index Terms—Software-defined networking, edge computing,
cloud computing, network virtualization, network management,
service-centric network, Internet of things, wearable computing

I. INTRODUCTION

THE domain of ubiquitous computing has gone a long
way and the Mark Weiser’s vision of "computation being

integrated into the fabric of our daily lives" is approaching to
be a reality [1]. One trend is that the mainstream computational
device for the casual user has become the smartphone itself.
The new edge devices are not just the old desktops that have
a small form factor but they have a lot more: intermittent and
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Fig. 1. The evolution of the end-user devices and servers for
computing.

bursty traffic with geospatial distribution, social networks with
audio visual contents, and a large set of multimodal sensors
are changing the scene for the new smartphone applications.

A. The Journey to Edge Computing

Either accompanied by the smartphones or in a standalone
mode, a large variety of commercially available wearable
gadgets also contribute to make the ubiquitous computing
vision a reality. A new edge device like a Smart Glass, Smart
Watch, Smart Bracelet and even Smart Plaster is appearing
in the market. The evolution of the personal devices as the
computational resources over the last years is illustrated in
Figure 1. These new devices continuously log data, implement
various services and pump intermittent audio-visual data traffic
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into the network. Yet, there exists a separate category under
the umbrellas of Internet of Things (IoT) and Machine-to-
Machine (M2M) Communications where machines themselves
participate in various services. IEEE [2], AllSeen Alliance
[3], Thread Group [4], Open Interconnect Consortium [5],
and many others have a large set of standards for IoT [6].
Accompanying the ongoing research activities, great effort is
put into developing real applications with the help of available
standards bodies and specifications.

Combining all these, we see a pervasive computing infras-
tructure with a network of multimodal, multi-dimensional data
sources, dispersed geospatially, potentially offering a wide
range of novel services. One problem, however, is about
how to implement complicated services for the envisioned
novel use cases via mobile, tiny and gadget-like nodes that
are computationally restricted. A straightforward alternative
is to enhance the computational capabilities of these edge
nodes using the centralized cloud computing resources. How-
ever, despite their "unlimited" computational capacities, legacy
cloud computing infrastructures cannot be the remedy for
solving all problems of these edge nodes due to the inherent
latency constraints of the Wide Area Network (WAN) used for
accessing the cloud services [7]. Since a large variety of the
new edge services have real-time requirements or interactive
behavior with high Quality of Service (QoS) expectations,
this drawback cannot be neglected. When the limitations of
the public Internet connection are taken into consideration,
another technical alternative is bringing the "Cloud" closer to
these devices. Lately, we witness a relevant trend in ubiquitous
computing called Edge Computing where the computational
resources are being brought nearer to the end user.

Proliferation of the edge devices creates a necessity for
the applications to process at least some of the data at the
edge rather than carrying them to the remote data centers for
minimizing not only the service delay but also the energy
consumption. Recently, there have been many proposals for
the operation and architectural design of the Edge Computing
systems. It is no coincidence that the terms Mobile Cloud
Computing (MCC) [8], Cloudlet [9], Fog Computing [10],
Edge Computing [11], Mobile-Edge Computing (MEC) [12]
(by March 2017, it is named as Multi-access Edge Com-
puting [13]) and Mist Computing [14] are all hot topics in
the literature. All these proposals define various practical
implementations for the Edge Computing. When carefully
inspected, these approaches have common grounds but differ
and specialize in their targeted use cases.

B. The Technical Challenges of Edge Computing

It is important to note that augmenting the computational
capacities of edge devices through Edge Computing is not a
replacement for cloud, on the contrary they are complementary
paradigms that need to be employed together. However, it is
not a straightforward attempt to deploy extra computational
resources at the edge of the network and establish this comple-
mentarity while letting them be accessible ubiquitously. There
are many significant challenges in addition to the complexity
of the technologies such as the mobility, limited energy and

computational resources of the edge devices, heterogeneity,
scalability, reliability, security and privacy issues. Some of
these technical challenges are already being addressed in the
literature [8], [15].

However, even in the case where each technical challenge is
resolved, one meta-challenge is that the resulting system and
its internal interactions are very complex. Some of the reasons
creating this complexity are as follows:

1) Service Synchronization & Orchestration: Typical
client-server style interaction assumed for the cloud services
are based on two tiers. However, Edge Computing resources
will also need to interact with the cloud servers. This will
entail a minimum of three tier architecture with its own set of
coordination and orchestration requirements. An intermediate
networking layer should orchestrate the interaction between
edge servers and the central cloud, and inter-Cloudlet com-
munications. Moreover, even intra-Cloudlet operations should
be handled properly with this networking layer in order to
provide a smooth cooperation throughout the edge tier.

2) Seamless Service Delivery: The connectivity at the edge
computing infrastructure may be intermittent with mobility. In
this respect, to achieve seamless service delivery, handover
mechanisms that consider multi-tenancy on the same local
cloud and multiple service providers will be required.

3) Service-Centric Structure: As the focus shifts to the
service itself rather than its location, traditional IP-based
operations become infeasible to handle the interactions be-
tween clients and servers. In an Edge Computing facility, this
problem is more emphasized as the service itself may reside
on a number of local servers as well as it may partially reside
on local servers and the cloud. A service-centric design that
handles all the complexities involved is a necessity.

4) Soft State: Unlike its cloud counterpart which operates
on hard state and permanent data, Edge Computing services
may not always assume the availability of the local infras-
tructure. Soft state incurs much more complex scenarios and
should handle the fall-back operations for the end user.

Even the partial list above indicates that there exists a
multi-faceted technical challenge that is difficult to solve
using the classical distributed system (client-server) paradigm.
Developing, provisioning and configuring new applications
will be challenging through that approach. This will create
a barrier for the practical deployments of the novel Edge
Computing solutions.

C. Software-Defined Networking (SDN) as an Edge Solution

In order to realize the envisioned pervasive computing
scenarios, we must come up with a solution that hides all
internal complications from the users, especially from the
application developers and the service providers. To this
end, Software Defined Networking (SDN) with its network
programming capabilities stands out as a natural candidate
for orchestrating the network, the services and the devices
by hiding the complexities of this heterogeneous environment
from the end users.

SDN is the most promising proposal so far for the pro-
grammable networks which separates the control from data
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plane and enables the programmable control mechanism [16].
It can easily simplify the management of the network, define
network flows, increase network capability and facilitate vir-
tualization within the network. The control mechanism that
is provided by SDN can lower the complexity of the Edge
Computing architectures and implementations by bringing a
novel approach to the networking and utilizing the available
resources in a more efficient manner. In a system that incor-
porates edge servers into the traditional cloud data center, the
traffic originated at the edge can be dynamically routed to the
tier and server that may provide the highest quality service to
the user by using the available SDN mechanisms. Since the
SDN paradigm concentrates the network intelligence at the
central software-based controller, it will relieve the relatively
simpler edge devices from executing the complex networking
activities such as service discovery and orchestration.

When we gather all these features and advances together,
we see that a multi-tier Edge Computing infrastructure that is
managed by SDN has a significant potential for mitigating the
barriers and restrictions that edge devices encounter. It has the
capability to meet the QoS requirements such as performance
and delay, and improve the user satisfaction [17].

There are recent surveys on cloud computing [18], [19] and
MCC [8], [20]–[22]. Most of these works focus on accessing
the traditional cloud services over mobile devices and do not
cover this area from a broad perspective and hence, managing
the novel services and orchestrating the dynamic environment
are not addressed so far. In the context of Edge Computing,
there are surveys for Cloudlets [23], Fog Computing [24]
and Mobile-Edge Computing [25]. However, these studies
remain incapable to discuss the common Edge Computing
proposals together by focusing on their requirements and
differences among them, and depict the general view over
Edge Computing concept.

Moreover, there are surveys on SDN [26]–[30], Software
Defined Wireless Networks (SDWN) [31], [32] and Network
Functions Virtualization (NFV) [33], [34] which are the com-
plementary technologies for improving the operations of edge
servers. Since SDN is still a developing technology, applying
SDN to cloud or Edge Computing has not been addressed in
depth yet. Additionally, the discussions in the literature are
still inadequate to assign the fully defined role of NFV in this
envisioned architecture.

In this paper, we survey the Edge Computing and SDN
technologies by supporting the possible cooperation with use
case scenarios. On the other hand, the missing points that are
not referenced so far for the integration of the Edge Computing
and SDN are studied and extracted for designating the future
direction.

As a summary, the original contributions of this paper are:
• Illustrating the potential of multi-tier Edge Computing

architecture managed by SDN through discussing the
possible use cases and scenarios

• Surveying the Edge Computing proposals in detail and
discussing them together to outline the general concept,
targeted use cases and differences among them,

• Surveying the SDN technology and presenting a set of
features that Edge Computing can benefit from with

supportive use cases,
• Introducing a future direction that focus on the missing

points in SDN that needs to be studied in detail to make
more contributions to Edge Computing.

The remainder of this paper is organized as follows. Section
II introduces the concept of the cooperation of Edge Comput-
ing and SDN technologies with example use case scenarios.
Section III surveys and presents the Edge Computing paradigm
and its proposals in detail and discusses the common properties
and key differences between these prominent technologies.
Section IV presents the targeted use cases that are proliferated
by the Edge Computing. Section V initially presents the SDN
paradigm and OpenFlow with their features and then goes into
the details of SDN by discussing its capabilities to extract
how SDN can help to facilitate Edge Computing. Section VI
presents the directions to enhance the functionality of SDN-
Edge Computing collaboration by discussing the missing parts
and immature pieces. Section VII summarizes the contribu-
tions, gives future directions and concludes the study.

II. SDN-EDGE COMPUTING COOPERATION

The complexities resulted by deploying the cloud-like re-
sources and related services at the edge of the network can
be solved by a control mechanism that is able to orchestrate
the distributed environment. The benefits of programmable
networks align with all these requirements and the recent form
of SDN has the inherent capability to mitigate the barriers that
prevent Edge Computing to reach its full potential. All data
flow management, service orchestration and other management
tasks are accomplished by the central SDN controller that is
transparent to the end-user.

Before getting into the technical details of the SDN
paradigm, examining the real-life scenarios in detail helps to
clarify the operations of the SDN-enabled Edge Computing
systems. In this respect, different areas of use and possible
scenarios are discussed from the perspective of SDN.

A model for service orchestration through SDN and its
components are illustrated in Figure 2. In this setup, Cloudlets

Fig. 2. Orchestrating Edge Computing facilities using SDN.
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are employed as the underlying Edge Computing technology.
Cloudlets in different physical locations are connected via
OpenFlow-enabled switches and provide access to their users
through a WLAN. These switches are controlled by an SDN
controller through OpenFlow messages and other SDN man-
agement protocols such as OF-Config [35].

The controller hosts a variety of SDN northbound appli-
cations to execute the necessary functionalities and present
the fundamental behavior for realizing the overall service
management and orchestration. Another set of applications are
directly related to the edge services themselves, such as health
services, entertainment and video processing.

Each of these applications, whether they belong to an
edge service or the orchestration functionality, communicate
with the SDN controller through the northbound API and
generate commands in reply to an incoming event forwarded
from switches to the controller. These high-level commands
are then compiled and translated into low-level OpenFlow
messages by the controller to be forwarded to the switches
and realize the functionality there. Possible modules in an
edge service management and orchestration application are
Service Discovery, Service Commissioning & Migration, Per-
formance Tuning & Optimization and User Handover. In a
practical implementation, the functionality attributed to the
service management and orchestration can follow a different
modularization path.

a) Service Discovery: It is quite possible that end user
devices are specialized for a set of functionalities and request
different types of services from the network. However, the
user and the application that runs on the mobile device do
not have any prior knowledge of the available services on
the Edge Computing system. For instance, there should be
an environment where a client application may generate a
service request by specifying the necessary computation power
and the required storage area [36]. Then, a broker mechanism
discovers the service and servers that are able to satisfy the
aforementioned requirements.

SDN environment leverages the similar functionality where
the Service Discovery module maintains the necessary infor-
mation about the existence and location of the service con-
tent available on the Edge Computing facilities. The module
contains a mapping table which links the service name with
the corresponding server locations. This table is updated fre-
quently since each edge server informs the Service Discovery
application about the provided services periodically and new
service registrations.

b) Service Commissioning & Migration: This module is
responsible for commissioning a service onto a Cloudlet. Since
each Cloudlet has only a finite computational capacity which
is already preoccupied with a set of services, it may not be
possible to just initiate a service on the most nearby Cloudlet.
This module decides where to commission the service based
on various performance factors such as server utilization
and network conditions. Also, whenever a service has low
utilization, this management module can decide to migrate
the virtual machine (VM) that hosts this service to another
Cloudlet on the network assuming other conditions are met.
At this point, the space required for the deployment of the

new service will be provided which contributes to an increase
in the overall performance.

c) Performance Tuning & Optimization: Performance of
an Edge Computing system as experienced by the users should
always be at the maximum attainable level. This requirement
comes from the fact that most of the end-users utilize the
Edge Computing facilities due to real-time requirements or
related performance criteria [37], [38]. Performance Tuning
& Optimization module make use of SDN and OpenFlow
capabilities to monitor the service utilization levels and flow
sizes to manage the load on various edge servers, and hence
the overall throughput of the system is maximized.

There are proposals that utilize the functionalities of SDN
and OpenFlow to carry out the load balancing procedures
among network resources [39], [40], computation resources
[41], [42], or both of them [43], [44]. In fact, a load balancer
should take both aspects into consideration for optimizing
the overall performance of the system. The joint optimization
problem can be solved through either a single northbound
application that is able to assemble the loads on network and
computation resources, or separate inter-operable applications.

d) User Handover: Due to mobility, an edge device can
leave the coverage of a Cloudlet and enter the proximity of
another one. Without any handover management involved, the
user starts over with service discovery and service commis-
sioning procedures whenever the active Cloudlet is changed.
This would not only cause performance disruptions as expe-
rienced by the end-user but also brings in inefficiencies for
the operations of the Edge Computing infrastructure. User
Handover module can use related techniques to forecast the
next coverage domain and can employ various methods to
supply service continuity to the user such as flow redirection
or instant live migration of the relevant virtualized resource
through SDN [45].

The VM migration plays an important role in the real-time
access to the servers [46]. Study made by Secci et al. [47]
proposes a mechanism which links the VM mobility with the
user mobility. As the user moves and the distance between
the corresponding service/server increases, the performance of
the system and the user experience are deteriorated. Therefore,
Secci et al. propose the Protocol Architecture for Cloud Access
Optimization (PACAO) which determines the best location
for migrating the service to compensate the user mobility.
Although PACAO is originally designed for cloud datacenters,
it is also applicable for the VM migration at the edge of the
network.

Apart from these, additional functionalities may be inte-
grated into the system in order to supply further control and
management procedures. As an example, firewall and other
security implementations can be important constituents for this
framework since multiple tenants share the same infrastructure
where private data may be stored on the nodes and forwarded
over the network. As the network gets larger, these applications
can fall short of satisfying the expectations. Therefore, flexi-
bility is enabled by virtualizing these network functionalities
as separate northbound applications and deploying them over
distinct servers. If there is any necessity for a network function
or higher performance at a certain location, the application can
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Fig. 3. Mobility and application layer handover scenario.

be replicated over a newly created virtual machine instantly
without the need for installing a specialized hardware for
serving the corresponding functionality.

On the other hand, the SDN control mechanism should
also support the mobility with the application layer handover
tasks for maintaining the orchestration processes without any
interruption.

Considering a campus-based scenario, students of a uni-
versity with more than one campus probably have to visit
each of the campuses in a day or even in a shorter period. In
such an environment, the mobility and handover scenarios are
inevitable. Figure 3 highlights a possible handover scenario
between the campuses. After the user generates a service
request at Campus A, it may visit the other campus before the
Cloudlet at the former location completes the execution of the
procedures. During this change in location, it may disconnect
from the network and establish a new connection at the recent
position.

For this case, the SDN controller can track the changes
and acquire the recently assigned IP address for the user.
Since the controller is aware that the user is in the same
network with a Cloudlet but its latest request is forwarded
to another one, it may trigger a handover at the application
layer for handling the subsequent requests more effectively.
When the decision is taken, the source and destination servers
are informed. The former Cloudlet initializes the process of
transferring the service code that is to be executed, the recent
memory state and the personal database. At this step, the SDN
controller has the responsibility of adjusting the data transfer.
The important point to note is that the handover process
should not deteriorate the performance and user experience.
Therefore, the controller should determine the most feasible
path between the two Cloudlets that is able to minimize the
duration of data transfer. By sending OFPMP_PORT_STATS
messages, which is defined by OpenFlow, to the switches,
the controller can determine the least loaded links and paths.

Lastly, the flow rules that define the path are installed on the
nodes and the data transfer is progressed. If the same user
requests for the same service at Campus B in the future, the
overall delay is minimized because it can get the service from
the nearest Cloudlet.

By hiding all the operational tasks from the user and remove
the burden of locating the service from the user application, the
service-centric model implemented at the edge is helpful for
maximizing the user experience. Deployment of SDN-enabled
switches and implementation of northbound applications with
an SDN controller may enable these functionalities without
modifying or reshaping the entire network infrastructure and
protocol stack.

In addition to these functionalities that SDN provides for
enabling novel use cases, the detailed examination of the SDN-
enabled edge scenarios is discussed further in Section V-C,
V-D and V-E.

III. TECHNOLOGICAL PANORAMA OF EDGE COMPUTING

Edge Computing is an umbrella concept that covers a
range of practical schemes for its implementation. This section
initially discusses MCC since it forms the basic mechanism
for mobile computing and code offloading. Then, following a
chronological order Cloudlets, Fog Computing and Mobile-
Edge Computing (MEC) approaches are surveyed. While
implementing the same principles, these approaches have dif-
ferences in various aspects. These differences, which deserves
further attention for understanding the exact vision of the Edge
Computing, are also inspected and discussed.

A. Edge Computing Paradigm

During the last decade, cloud computing drew considerable
attention especially in the context of enterprise IT infrastruc-
ture as it offers lower cost solutions for fluctuating and unfore-
seen computational demand [48]. However, recently we see a
much wider range of devices than the mainstream servers and
desktop computers whose functionality the cloud computing
aims to augment. On one hand, the wide adoption of wearable
technology, on the other hand, strong influence of IoT as
an enabler for ambient intelligence and smart environments
change the scenery for the spectrum of computational devices
that are used at the edge.

As a result of the trend towards wearable devices, smart
home and IoT, we can see that there are several proposals
by different groups in order to overcome the related issues
of these technologies. These proposals are covered under the
umbrella of a new paradigm: Edge Computing.

Although intended for different parts of the overall net-
work, Edge Computing and cloud computing are interrelated.
Analyzing the features of various Edge Computing proposals
[49], [50], a comparison between cloud and Edge Computing
technologies is depicted in Table I.

Figure 4 compares the various approaches for providing
the necessary computation power to the users at the edge.
Conventional datacenter design is highly regular with identical
servers and networking hardware aligned in a grid-like fashion.
MEC, although being at the edge of the network, still depicts
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TABLE I. Differences between cloud and edge computing.

Requirements/Features Cloud Computing Edge Computing

Latency High Low

Network Access Type Mostly WAN LAN(WLAN)

Server Location Anywhere within the network At the edge

Mobility Support Low High

Distribution Centralized Distributed

Task/Application Needs Higher computation power Lower latency

User Device Computers, mobile devices (limited) Mobile-smart-wearable devices

Management Service Provider Local Business

Number of Servers High Low

State Soft and hard state Soft state

a more rigid and well-defined structure than other Edge
Computing proposals. The main reason for this behavior of
MEC is due to its envisioned existence in a telecommunica-
tions infrastructure which is inherently regulated. Functionality
served over MEC will not be some individual services locally
available to the edge users but instead will be highly controlled
and orchestrated in accordance with the overall state of the 5G
network.

When compared with MEC, Cloudlets and Fog Computing
solutions have less stringent constraints in terms of hardware
and application execution model. A Cloudlet hardware can
be a micro-sized server in a coffee-shop where WLAN is
available for users to carry out code offloading. Fog servers
can be co-located on a networking device to handle the IoT
traffic at the edge. In that respect, Cloudlet and Fog have much
wider design spaces allowing irregularity.

The utilization of various Edge Computing proposals and
traditional cloud servers is illustrated in Figure 5. The smart
devices, vehicles and IoT-related appliances can offload tasks
to the edge servers which are reachable at one hop, through
different access technologies. At the same time, a subset of
requests can be directly forwarded to the traditional cloud
datacenters through WAN or the edge servers may operate

Fig. 4. Comparison among the Edge Computing spectrum
including cloud computing.

Fig. 5. The possible cooperation of edge technologies and
cloud computing.

as an intermediate computation layer for pre-processing the
offloaded tasks.

B. The Need for Edge Computing

The previous subsection introduces the Edge Computing
paradigm by discussing how traditional cloud servers fall
short of satisfying the requirements of the novel use cases.
The centralized form of remote computing resources is not
compatible with enormous traffic originated from geograph-
ically distributed edge devices. Hence, pushing the servers
to the edge of the network is not an unnecessary trend, in
fact it becomes inevitable. The importance and necessity of
Edge Computing comes from a set of factors that drive this
evolution. These factors need to be analyzed separately from
the viewpoint of end-users and operators.

The causes that lead to the emergence of Edge Computing
are discussed in detail in order to form a basis for the edge
server proposals.

1) Real-time QoS & Delay Sensitiveness: Although these
edge devices are as powerful as they have never been so far,
most of them still lack enough capacity for accomplishing
real-time use cases with the pre-defined QoS requirements.
Cloud computing is acknowledged as a rescuer technology
for limited-capacity devices and machines by providing a
pool of computation and storage infrastructure. However, the
wearable devices and IoT are designed for use cases that are
delay sensitive. Since most of these devices demand high QoS
requirements because of the mobility, interactive environment
and real-time requirements, legacy cloud servers cannot be the
sole solution because of the delay resulting while accessing
them through the WAN.

The rise of IoT and its domains, such as healthcare, ne-
cessitates high QoS requirements [51]. Proliferating the real-
time interaction requires external computation resources at
the edge of the network. For instance, a healthcare data
generated by the body worn sensors needs to be processed
immediately in case of an emergency. As another example,
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the data generated by the cameras integrated into autonomous
vehicles needs to be processed in real-time to determine the
necessary driving action in an instant [52]. Due to the limited
Internet bandwidth and WAN delay, remote cloud servers
deteriorate the user experience. By deploying servers closer
to the devices that require real-time interaction, the overall
latency can be decreased through high LAN bandwidth and
decreased number of hops [37].

A Cloudlet-based offloading scheme for IoT devices pro-
posed by Shukla and Munir [53] shows that utilization of
Cloudlets for processing the IoT data provides an improvement
in decreasing the latency compared to the cloud servers.

2) Battery Lifetime: Energy consumption is one of the
most important parameters when mobile devices are consid-
ered [54]. Although smart phone’s processing capabilities are
improving steadily, their battery lifetime is not improving at
the desired rate.

One of the main objectives of task offloading is decreasing
the energy consumption. The results of the related studies
show that offloading reduces the total energy consumption
[55]–[57]. Offloading can be achieved through two different
approaches: (1) cloud servers and (2) edge servers. Although
the offloading operations inherently decrease the energy con-
sumption, utilization of edge servers helps to decrease it
further. Ha et al. [58] analyzes energy consumption rates for
applications such as face recognition and augmented reality.
It is stated that offloading tasks to the edge servers results in
lower energy consumption when it is compared to the cloud
servers. Unsurprisingly, executing these applications on the
device itself leads to the highest energy consumption among
all methodologies.

As an example case, ME-VoLTE [59] is a video telephony
system that is based on Mobile-Edge Computing (MEC)
servers. The main objective of this system is reducing the
energy consumption by offloading the encoding operations to
a nearby MEC server. According to the evaluations, the total
energy consumption of a user equipment is decreased by 13%.

The energy conservation becomes more critical in the case
of wearable devices and IoT gadgets. Since most of the IoT
devices have lower energy capacity than the smart phones,
offloading the task from an IoT device to an edge server is an
energy efficient operation [52]. Therefore, it can be concluded
that Edge Computing is necessary for conserving the battery
lifetime while executing the latency-intolerant applications.

3) Regulating Core Network Traffic: The limited bandwidth
of the core network makes it vulnerable to the congestion. In
2015, approximately 97 million wearable devices generated
15 petabytes of traffic per month and this rate is expected
to increase [60]. As a result, operators face the difficulties in
managing the cumulative data traffic with varying sizes and
characteristics.

In the traditional approach, the traffic generated by the edge
devices flows through the core network to access cloud servers.
If this traffic is kept at the edge, the burden on the core network
is relieved and the utilization of the bandwidth is optimized
[61]. This shift in networking prevents the consumption of
the limited bandwidth of the core network by billions of
devices at the edge. Therefore, the traffic that core network is

responsible for becomes manageable in size and the operations
are simplified.

Not only the network operators, but also the cloud service
providers face the same challenge. For instance, if the data
generated by IoT sensors such as video cameras is processed
at the edge of the network, the demand for computational
resources at the cloud datacenters gets lower [62]. Hence, Edge
Computing solves the problem of congestion within both the
core network and datacenters, and the traffic can be regulated
with less effort.

4) Scalability: The number of end user devices is expected
to reach to trillions in a few years and this evolution creates
a significant scalability problem [63]. In order to support the
dynamic demands that may change in an instant, the cloud
can be scaled accordingly [64]. However, sending tremendous
volumes of data to cloud servers create a congestion within the
datacenters [65]. The changing characteristics and tremendous
amount of the data traffic generated by IoT and wearable
devices make the operators’ duties more difficult. With these
rates, the centralized structure of cloud computing fall short of
providing a scalable environment for the data and applications.

Instead, distributing the services and applications and repli-
cating them in the form of virtual machines (VMs) over edge
servers create an opportunity of enhancing the scalability [66].
If an edge server becomes congested and fail to satisfy the
incoming requests, the corresponding service can be replicated
over another edge server in the vicinity and let the further
requests to be handled there. On the other hand, preprocessing
data at the edge of the network and forwarding smaller size
traffic to the cloud servers relieve the burden of scalability on
the cloud [67].

C. Mobile Cloud Computing

Mobile Cloud Computing (MCC) has several definitions in
the literature but none of them provide a clear and complete
characterization of the terminology involved. In order to have
a better understanding of MCC, legacy cloud computing needs
to be revisited.

Cloud computing is a service model where computing ser-
vices are delivered over a network on demand independently
from device type and location [68]. It facilitates offloading
the tasks ubiquitously from a local computer to a cloud
server. Not long after the emergence of cloud computing,
due to proliferation of the mobile devices, mobile computing
terminology has emerged to offer not only the mentioned
benefits to mobile users but also specific services.

MCC is an extension of traditional cloud that covers the
offloading process for the mobile devices by combining mobile
computing, mobile Internet and cloud computing into a joint
system [69]. Because of the limited resources, offloading the
tasks to the cloud datacenters empowers the operations of the
mobile devices.

If we go back to the definition and technical organization
of MCC, we see that it appears in different forms. In [20], the
mobile cloud is defined in two different ways:
• Infrastructure based
• Ad-hoc mobile cloud
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According to this classification, the infrastructure based
model specifies the hardware infrastructure of cloud datacen-
ters serving to mobile users. On the other hand, ad-hoc mobile
cloud means that a group of not far located mobile devices act
as a cloud and provide access to the Internet or cloud services
for other mobile devices. Although the early definitions of the
infrastructure based MCC gather around the traditional cloud
servers, the "cloud" in the definitions of MCC does not have
be a powerful server at a remote location [76].

The important point in MCC is providing a variety of
services for mobile devices with powerful computational and
storage resources. This objective can be achieved through
bringing the resources of cloud servers to the proximity of
the end-user devices, in addition to the traditional approach
that covers the cloud datacenters [55]. This advance offers
fast network connection in LAN, cloud-like resources at the
edge, and battery saving for the devices by alternating the
ad-hoc communication. All these contributions made by edge
servers enhance the functionality and the performance of MCC
environments. In the context of utilizing edge servers for
code offloading, Cloudlet is considered as one of the major
enabler technologies for MCC [77]. When compared to initial
proposals for MCC, Cloudlet enables the use cases that cannot
be achieved so far with the cloud-based or mobile ad-hoc-
based solutions because each of them addresses only a subset
of the requirements.

The research on MCC and the technical infrastructures that
are utilized for task offloading are summarized in Table II.
Since our envisioned multi-tier Edge Computing architecture
that covers cloud and edge servers does not rely on ad-hoc
computing, the reference definition and offloading processes
are based on the joint cloud/Cloudlet-based MCC environ-
ment.

After a discussion on the definition of MCC, it is important
to focus on its technical details. The main motivations of MCC
are [78]:
• Extending the battery life-time
• Diverse application services
• Overcoming resource shortage issues in mobile devices
• Virtualization
The key idea of MCC is offloading a task from a mobile

device to traditional cloud servers or Cloudlets. In either
way, MCC becomes a tool to mitigate the computing and
storage limitations of the mobile device [57]. In addition to
the computation and storage capacities, mobile devices are
also restricted in terms of energy capacity. Thus, MCC aims
conserve energy resources and eliminate the factors that limit

TABLE II. Summary of MCC types.

Research Cloud-based MCC Ad-hoc MCC Cloudlet-based MCC

[8], [70], [15] 3 7 7

[20], [71], [72] 3 3 7

[69], [73], [74] 3 7 3

[55] 3 3 3

[75] 7 3 7

TABLE III. Features of MCC and comparison with traditional
cloud.

Feature MCC Cloud Computing

Conserving Energy 3 7

Mobility Management 3 7

Decreasing the Execution Time of a Task 3 3

Enhancing Storage Capacity 3 3

Reliability 3 3

Scalability 3 3

Easy and On-demand Access 3 3

Multi-tenancy 3 3

the mobility such as being constantly connected to electricity
[79].

On the other hand, there are benefits inherited from legacy
cloud computing such as multi-tenancy, ease of integration,
dynamic provisioning and scalability [8]. The most advanta-
geous aspects of MCC are summarized in Table III.

D. Cloudlet

The convergence of MCC and traditional cloud computing
introduced an architecture called Cloudlets [80]. One of the
initial proposals [9] defines the Cloudlet as a computational
resource accessible by mobile users in their physical vicinity
for making use of the services provided. It is a virtualized
architecture that is designed to empower mobile devices for
keeping up with the recent technological capabilities such
as speech recognition, natural language processing, machine
learning and augmented reality.

At the time when Cloudlet was initially proposed, smart
phones were the common devices of the end-users for ex-
ecuting the desired daily life tasks. Although smart phones
get much more powerful recent improvements, alternative
mobile devices showed up such as wearable devices and IoT
gadgets which are more specialized but still weak in terms of
computation power. As stated by Satyanarayanan et al. [81],
these devices are still being improved but they will always
be weaker in terms of resources when they are compared
with servers. The tasks that are meant to be executed by
today’s mobile devices not only demand high computation and
memory capacity but also require low latency. These tasks
can be offloaded to the Cloudlet instead of a remote cloud
server because although they are not as powerful as cloud data
centers, they can provide the computation power enough for
meeting the requirements with a low response time. This is the
exact reason why Cloudlets are sometimes referred as "smaller
cloud". They are located as an intermediate layer between
the traditional cloud infrastructure and mobile devices. This
presence produces an opportunity for Cloudlets to operate
collaboratively with each other and with the cloud tier for
more centralized services.

Cloudlets are considered as an enabling technology of MCC
and it is proposed for overcoming the problems caused by
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accessing to the cloud data centers such as latency and cost.
Since a Cloudlet is accessible at one-hop and can operate with-
out Internet connection, it promises several benefits for MCC
over cloud-based solutions such as eliminating WAN latency,
higher bandwidth, offline availability, cost effectiveness, and
minimum management effort [82].

In addition to infrastructure based MCC, Cloudlets are also
proposed to overcome the problems of ad-hoc MCC when
there is no Internet connection to access cloud servers [83].
Accessing to a Cloudlet through a LAN or WLAN saves
energy because they do not need to form an ad-hoc network
to offload task to each other when there is not Internet
connection. Moreover, deploying Cloudlets to replace ad-hoc
mode provides better mobility and connectivity options to the
devices [84].

The Cloudlet proposal also attract the interest of industry
and the investment in this area is increasing [62]. The Open
Edge Computing [85] initiative is formed in 2015 by the
telecom operators in partnership with the academia. The main
objective of this community is leveraging the Cloudlets. In this
direction, there is an effort on the practical implementations by
creating a testbed environment for the deployment of Cloudlet
applications.

Although Cloudlets bring essential advantages for the users,
there are important problems need to be tackled in order to
reveal the exact potential of this approach. The planning phase
of the Cloudlet network requires an intense effort so that
the location of the server deployments, orchestration of the
resources and assignment of the Cloudlets to the users can be
optimized for providing a better service [86], [87]. Moreover,
deployment of Cloudlets is still not widespread, most of the
servers are personal and there is not any standardization so far.
This challenging aspect brings up security and privacy issues
as well as maintenance problems [82].

E. Fog Computing

According to Cisco [10], Fog Computing is compatible
with the real-time requirements of IoT devices by bringing
the infrastructure closer to the edge of the network. However,
just like the case of Cloudlets, Fog Computing should not
be considered to be totally independent of the cloud because
coherent interaction is a necessary condition especially for data
management. It is important to state that both cloud and Fog
Computing provide services to end-users but there are key
differences between them such as mobility supported by Fog
Computing [88].

The promising growth of Fog Computing attracts the indus-
try and OpenFog Consortium [89] was formed in November
2015 in order to solve the challenges which are encountered
in the real applications of IoT and Tactile Internet such as
bandwidth and latency. The main objective of this consortium
is forming a public-private Fog ecosystem that pave the road
for building testbeds and improving the fog technology. Open-
Fog Consortium also publishes use case scenario documents
in order to pave the road for the practical implementations
of Fog Computing. One of the use case scenarios is related
to the concept of using drone for enhancing the coverage in

Fig. 6. Face identification with fog and cloud servers.

which Fog Computing is utilized for providing the high-speed
computation and storage to enhance the control of the drone
traffic [90]. This huge traffic can be a video stream and data
generated by IoT gadgets that requires instant process.

As a result of all these efforts, there are commercially avail-
able products for Fog technology such as IOx and LocalGrid
[65]. These advances indicate that the promised features are
not just facilitated in theory but also in practice.

Fog Computing addresses the services and applications
which are deployed in a distributed manner in contrast to
the centralized cloud architecture [91]. Augmented reality and
similar applications need to access the computational resources
with the minimum latency and require real-time interaction
[49]. As smart devices are getting more popular in daily life,
cloud computing alone cannot satisfy the intrinsic require-
ments of these use cases and handle the mobility. The delay
caused by accessing the WAN and the centralized structure,
which hinders the ability to track the mobility of the end-users,
make cloud-based solutions infeasible for IoT. In addition
to the mobility support, Fog can explore user application
demands and provide localized services accordingly [92].

Some of the use cases may require higher computational
power that cannot be granted by the fog servers. Besides,
there are many applications that require the localization of Fog
and globalization of cloud such as the Smart Grid. Thus, it is
important to regulate the interaction between cloud and Fog
computing architectures to take advantage of both ends. One
of the example use cases that utilize both fog and cloud servers
is the face identification [93]. A face identification service is
composed of three non-identical sub-services:
• Face detection
• Image preprocessing & feature extraction
• Pattern recognition
In addition to these service components, there should be a

database system that stores the set of face images belonging to
a corresponding user. For carrying out the face identification
service with the highest performance, the sub-services and
database can be distributed over fog and cloud servers.

Figure 6 shows an example case of sub-service deployments
for providing the face identification service. When the service
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request by the user arrives to a fog server, with image as
an input, the server executes the face detection and image
preprocessing sub-services. Since feature extraction requires
more computation power than the initial steps, the last task
is offloaded by the fog server to the cloud server, where the
image database resides. After the cloud server accomplishes
the face identification, the response is forwarded to the user
via the fog server.

F. Mobile-Edge Computing (MEC)

Facilitating cloud-like resources at the edge of the network
is a hot topic also for the telecommunication sector. In 2014,
ETSI (European Telecommunications Standards Institute) and
contributing organizations began to develop a technology
called Mobile-Edge Computing (MEC) which is well aligned
with the vision put forward by Cloudlets [12], [94]. It brings
the mobile operators, service providers, mobile subscribers and
over-the-top (OTT) players together, and aims to provide a
sustainable business model for them [25], [95].

MEC aims to provide cloud server capabilities within the
Radio Access Network (RAN) in the vicinity of mobile
subscribers. As other Edge Computing approaches aim to
achieve, MEC leverages accelerated services, contents and
applications by increasing responsiveness at the edge. The
main motivation behind this technology is the growth of
mobile traffic especially by the smart phones. According to the
definition of ETSI, MEC is able to reduce latency and provide
location-awareness which are the essential requirements for the
operations of mobile devices.

In order to concentrate on the standardization processes
more, an Industry Specification Group (ISG) within ETSI is
organized. In January 2017, this group published a standard
(GS MEC-IEG 006) that describes the performance metrics
that is possible to be improved by deploying a service on a
MEC environment [96]. These performance metrics are cat-
egorized under two different headings: (1) functional metrics
and (2) non-functional metrics. Functional ones are composed
of latency, energy efficiency, throughput, goodput, packet loss,
jitter, and QoS. On the other hand, the non-functional set
includes metrics like service availability, reliability, service
load and number of API requests. The next generation of
mobile networks needs to be designed to meet the strict
requirements such as higher bandwidths, lower latencies and
increased mobility. In order to satisfy these, not only radio-
access technology needs to be improved, but also the core
network should be capable of serving billions of devices [97].
For instance, it is noted that 5G systems should provide end-
to-end latency lower than 10ms, even 1ms for some specific
cases [98], and MEC is a potential solution to lower the latency
to meet the requirements. Besides, deploying MEC servers at
the edge dissolves issues related to congestion at the backbone
because the traffic generated by the mobile users is processed
locally [99].

While Cloudlets or Fog nodes are mostly managed by
individuals and can be deployed at any appropriate location,
MEC servers are owned by mobile operators and need to be
located near the base stations in order to provide an access

Fig. 7. MEC infrastructure and cooperation with the central
cloud.

to the mobile network users over the RAN [100]. This helps
operators to increase the service quality through the effective
mobility management in addition to the benefits of utilizing
cloud-like resources at the edge [101].

In order to prove the applicability of MEC on the novel use
cases, different organizations offer implementations based on
the ETSI ISG MEC Proof of Concept (PoC) Framework [102].
As an example case, a PoC team composed of three different
companies demonstrates that MEC is a feasible technology
for "Edge Video Orchestration", where the users are able to
access live video streams through an orchestration application
installed on a MEC server [103]. On the other hand, another
PoC team composed of six different companies shows that
MEC is a suitable technology for advanced service delivery
and service function chaining [104].

It is important to state that MEC servers can be deployed at
LTE base stations (eNodeBs), 3G Radio Network Controllers
(RNC), or multi-technology sites which consists of 3G and
LTE. A remarkable point is that the recent form of MEC is not
accessible through WLAN by mobile users as ETSI proposes
MEC servers to be deployed only at base stations.

As an illustration of MEC servers that are located near to
the base stations, Figure 7 presents an environment where
the users can offload tasks through their smart phones. By
processing the cellular data and offloaded tasks, the edge
mitigates the congestion within the core network. On the other
hand, MEC servers are able to access cloud datacenters in case
of a need for higher computation power or storage capacity.

Although there are promising benefits and intense effort for
standardization of MEC, there are still challenges that may
be directive for the further efforts. Since there are multitude
of third-party partners such as application developers, content
providers and network device vendors, the complexity of the
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services and management of such a large scale environment
becomes challenging [105]. On the other hand, providing
cloud-resources at the edge brings the challenges of traditional
cloud systems such as security and privacy.

Another notable issue is that when a MEC platform become
overloaded, the system may fail and it affects the quality of
the provided service to the mobile subscribers [106]. From the
viewpoint of the operators, this may become an even more
important problem because the downtime of MEC servers can
result in huge costs.

It is observed that the example use cases and scenarios that
are presented by ETSI ISG are the explicit indicators of a need
for a computation power at the edge of the network [107].
The direction of the sector and academic studies intersect at
a point and it is inevitable to deploy high-computation power
at the edge which needs to cooperate with traditional cloud
computing.

G. Comparison among Edge Computing Proposals

Although the main objective of Edge Computing paradigm
is deploying computational resources at the edge of the net-
work, the specific implementations of this concept differ at
various aspects. The most important similarities and differ-
ences among edge server types are summarized in Table IV.
Since the similar features are explicitly introduced while the
edge proposals are presented, this subsection discusses the key
differences in depth.

The purpose of MEC is exploiting traditional cloud capacity
at the edge for executing the mobile network operations and
processing the subscribers’ offloaded tasks. MEC helps to
minimize the communication latency and energy consumption
by providing accessibility within the range of RAN instead
of the core WAN [25]. It also improves the service quality
since real-time location information can be analyzed instantly
at the edge. However, Cloudlets and Fog servers are in service
mostly for executing the user offloaded tasks.

One of the key aspects that affect the edge server operations
are the service providers. The MEC technology is maintained
by the mobile network operators and naturally the intended
group is the subscribers. On the other hand, any casual user
such as a public place owner can deploy a Cloudlet or Fog
server within a private environment [77]. However, since
Fog Computing is provided by Cisco, it is expected that the

TABLE IV. A breakdown of the feature set of the edge
technology spectrum.

Common Set of Properties Differentiated Areas

• Providing Computational
Resources at the Edge

• Use Cases
• End-user Devices
• Performance Metrics
• Wireless Access
• Distributed Servers
• Context-awareness

• Ownership
• Coverage
• Access Technology
• Server Density
• Cost/CAPEX
• Flow Characteristics
• Number of Active Users

Fig. 8. A comparative visual summary among MEC, Cloudlet
and Fog Computing.

providers of Fog Computing will consists of a specific subset
rather than a normal user. Because of the major differences
with respect to the implementation and deployment of the
mentioned proposals, the security mechanisms and underlying
protocols will also vary [77].

The general overview of the differences between MEC,
Cloudlet and Fog Computing proposals are illustrated in
Figure 8. The figure focuses on five individual features and
presents how they behave for each proposal. These are the
aspects that proposals differ from each other explicitly. Apart
from these, dissimilarities can be observed in terms of other
properties but they are relatively minor details. Therefore, we
focus on the aspects that are grouped under coverage, active
users, flow characteristics, cost/CAPEX and server density.

Each of the edges in Figure 8 represents one of the features
that edge server types exhibit differences. The core of the radar
graph represents the minimum value for all of the categories
while an edge stands for the maximum achievable value for
a corresponding feature. For example, it can be deduced from
the radar graph that deploying MEC servers at the edge has a
higher cost than the Cloudlets where Fog Computing has the
lowest cost.

1) Coverage: The locations of the server deployments dif-
fer as a natural result of being provided by distinct operators.
The specifications of MEC indicates that a MEC server needs
to be co-located with the cellular network base station which
means that the possible locations of MEC servers are already
specified. Fog servers are mostly independent but they can be
also deployed in the ISP infrastructures such as gateways and
routers. The initial proposal of the Cloudlet indicates that they
need to be distributed over a wide range of area to provide high
accessibility. In other words, there is not any specific operator
or vendor for Cloudlets. This property directly affects the area
of coverage provided by the servers. Among all, MEC has
the most coverage since a MEC server is accessible through
a 3G/LTE base station. However, Fog servers and Cloudlets
are accessible through a wireless access point (AP) whose
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TABLE V. Edge computing proposals and target use cases.

Use Cases Cloudlet Fog Computing Mobile-Edge Computing

Body Area Networks (BAN) & Healthcare [108], [109] Highly Compatible Highly Compatible Less Compatible

Augmented Reality [110], [24], [107] Highly Compatible Highly Compatible Highly Compatible

Face Recognition [93] Highly Compatible Highly Compatible Less Compatible

Language, Video & Speech Processing [111], [112], [107] Highly Compatible Highly Compatible Highly Compatible

Video Streaming & Analysis [92], [24], [107] Highly Compatible Highly Compatible Highly Compatible

Connected Vehicles [113], [107] Less Compatible Highly Compatible Highly Compatible

Intensive Computation [81], [10], [107] Highly Compatible Highly Compatible Highly Compatible

Smart Grid [63], [113], [10] Less Compatible Highly Compatible Less Compatible

IoT & Wireless Sensor Networks (WSN) [10], [37], [107], [114], [115], [116] Highly Compatible Highly Compatible Highly Compatible

Military & Hostile Environments [117], [118] Highly Compatible Highly Compatible Less Compatible

coverage is much less than a macrocell, a microcell and even
a picocell.

Although most of the Cloudlet research focuses on using
Wi-Fi as the main access technology, it is applicable to
other wireless communication infrastructures [94]. Agarwal
et al. [119] propose that small cell networks such as fem-
tocells and picocells are feasible alternatives for Cloudlet
deployments. On the other hand, it is stated that Cloudlet
antenna can support WiMAX, which can be used for inter-
Cloudlet communication, in addition to Wi-Fi which is the
main technology for short range communication with the
Cloudlets [116]. However, as a result of the recent advances
in cellular networks, operators focus on MEC as the main
edge server technology instead of Cloudlets. On the other
hand, since WiMAX is not widespread as desired, studies
on Cloudlets mostly focus on and demonstrations are usually
performed over Wi-Fi networks.

Similar to the Cloudlet proposal, Fog Computing is access
technology independent and it may be implemented using Wi-
Fi, 3G, LTE and even Bluetooth [10], [120]. However, new
generation of cellular networks are more commonly referred
to MEC instead of any other Edge Computing proposal and
the cellular network operators have already begun to present
real-life demonstrations with MEC servers. In other words,
MEC is the de-facto edge server technology for the cellular
networks. On the other hand, because of its master/slave design
and very short range, the technical structure of Bluetooth is not
preferred for accessing edge servers. Therefore, like Cloudlets,
Fog seems to focus more on Wi-Fi for practical studies and
their coverage is not able to reach to the level of MEC in the
short-term.

2) Active Users: It is observed that most of the Fog Com-
puting studies address the IoT and vehicle-to-vehicle (V2V)
communication use cases. Therefore, it is expected that the
number of active users and devices in Fog Computing are
higher than the Cloudlet, which also targets IoT devices but
does not cover the vehicular communications. On the other
hand, since MEC only serves to its providers’ subscribers, its
target users form a smaller set.

3) Flow characteristics: The diverse characteristics of the
served users and devices concurrently affect the type of the
traffic generated at the edge. While the devices using Fog
servers or Cloudlet generate continuous data through sensors,
the traffic destined to MEC servers are mostly intermittent
and less continuous because of the pricing policy of cellular
networks and targeted use cases, although it addresses some
video stream scenarios [121].

4) Cost/CAPEX: Cost of the deployment is another factor
that demonstrates the diversities. Deploying MEC servers at
the base station results in higher CAPEX since installing the
base stations are expensive and incorporating a server results in
higher costs than deploying a single server, like Cloudlet. On
the other hand, Fog servers can be adapted from an available
networking device such as a wireless access point and a router
[92]. For this reason, the cost of obtaining a Fog node is the
least among edge proposals.

5) Server Density: A Cloudlet can be deployed at any
appropriate public location, such as a shopping mall, and
accessible through a WLAN. Consequently, the density of
Cloudlet deployment is higher than the other proposals. On the
other hand, a MEC server can be deployed only at base stations
which means that this restriction decreases its relative node
density. The density of fog servers is between the other two
as they cannot be deployed everywhere Cloudlet can reside but
it does not have rigid restrictions like MEC server installations.

IV. EDGE COMPUTING USE CASES

Specific Edge Computing technologies such as Fog Com-
puting and MEC are proposed by different technical commu-
nities with different agendas in mind. However, the underlying
principles are common for all of them and there are no deep
technical barriers for practical implementation of an Edge
Computing use case under a certain edge technology. On the
contrary, certain areas are targeted by more than one Edge
Computing technology such as augmented reality.

As summarized in Table V, compatibility of the use cases
with the edge server types varies. Some of the main factors
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Fig. 9. Cloudlet-based use case scenarios.

that affect this kind of relationship are the vendors, server
locations and target users.

The Cloudlet proposal aims to decrease the latency for the
scenarios that require real-time interaction such as augmented
reality. Besides, there are other novel use cases that are
embraced by Cloudlets and they are strongly emphasized by
the related studies to give the insight of the necessity for
Cloudlets. A Cloudlet environment that gathers some of these
use case scenarios together are presented in Figure 9.

Throughout the survey, it is observed that Fog can also
satisfy the requirements of recently popular cases [88] which
are depicted in Figure 10.

The Group Specification (GS MEC-IEG 004) [107] by ETSI
ISG introduces a set of scenarios and use cases for presenting
the potential of MEC to improve QoS for the end users. It
is mentioned that in the near future, MEC will enable novel
applications and services for various domains. These examples
include intelligent video acceleration, video stream analysis,
augmented reality, intensive computation, connected vehicles
and IoT gateway. In order to prove the functionalities of edge
servers in real-life implementations, this section focuses on the
background of the use cases that are commonly referred and
how edge servers can help to satisfy their key requirements.
Below given subsections discuss the use cases given in the
Edge Computing literature. In the discussion, name of the

Fig. 10. A heterogeneous environment with Fog servers.

specific Edge Computing technology is preserved in order to
be consistent with the original cited research. However, this
does not indicate an exclusivity relation between the use case
and a certain Edge Computing technology

A. Cognitive Assistance

By accomplishing the tasks with a low response time,
Cloudlets enable a new type of real-time cognitive assistance
applications which run on wearable devices such as smart
glasses [94]. As a practical demonstration of this improvement,
a framework based on Cloudlets is proposed by Ha et al. [110].
This framework serves the functions of sensor data analysis
to the end-users. In addition to the control and user guidance
mechanisms, the server-side comprises of multitude of VMs
where each one is responsible for non-identical sub-services
that constitute the major role of the framework such as face
recognition and OCR (Optical Character Recognition).

B. Body Area Networks (BANs)

The ultimate goal for a BAN is monitoring the collected data
in a reliable manner with low delay [108]. Nodes that comprise
BAN generate a large amount of data, and require powerful
computational resources and a large storage area. Besides, the
generated data is life-critical and needs to be monitored as
soon as possible. When all these requirements are assembled,
it seems that Cloudlets are a very good fit for analyzing the
collected sensor data with low response time and storing them
for further analysis.

Healthcare applications and BANs are also focus areas of
Fog Computing. In the case of ECG (electrocardiography),
sensors usually upload huge amount of data periodically.
In order to provide real-time interaction, fog servers collect
the data for carrying out the tasks such as data filtering
and data aggregation [109]. This helps for taking an action
immediately if ECG sensors collect urgent data that requires
instant processing.

C. Military and Hostile Environments

The sensors that are deployed in a hostile environment such
as a military field are vulnerable to attacks [118]. In the case of
an intrusion detection system, the fog servers is able to provide
low-latency services to sensors within the environment and
detect the malicious nodes by analyzing the gathered sensor
data. Aside from providing minimized response time with
Fog Computing, Cloudlets are also beneficial for a military
environment with functionalities such as reducing DoS (Denial
of Service) vulnerability in military operations by locating it
in a single wireless hop [117].

D. Language and Speech Processing

Multilingual processing applications, which take voice as
input for language translation, need a continuous Internet
connection and large resource pool [111]. Cloudlets are able
to supply the necessary resources and mitigate the load on
the mobile devices with limited capacity. Also, the application
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based on a Cloudlet infrastructure eliminate the WAN latency
and requirement of continuous Internet connection.

One of the real-life scenarios is collecting the speech data
from patients with Parkinson’s Disease (PD) with an Android
smartwatch and transferring it to a fog server to be processed
[112]. The fog server processes the collected speech data and
transfer it to the cloud servers for further analysis and storage.

E. Smart Grid

Fog computing may be an enabling technology for smart
grid concept where energy load balancing applications can
run on edge servers that consider alternative energy resources
according to demand and availability [113]. Smart grid ap-
plication is a well-directed application for a multi-tier envi-
ronment because it needs both Fog and Cloud architectures
[10]. Global coverage is provided by cloud where the data is
stored for months and years for business intelligence analysis.
Fog collectors may process the data generated or send a
portion of the data to the higher tiers in order to carry out
the visualization or real-time reporting. In addition to Fog
Computing, MEC servers are also able to serve the similar
functionalities for the smart grid applications [122].

F. IoT and Wireless Sensor Networks

Sensors within a network mostly have limited capacity
for storage and computation which means that they remain
incapable of functioning except sensing and relaying data [10].
Thanks to its beneficial features, Fog Computing may fulfill
the deficiencies in the storage and computation related tasks,
and be an essential part of a suitable environment for WSN.
Besides, by deploying heterogeneous Fog nodes, various types
of data can be collected and the interoperability problem
is solved [114]. Different IoT or Wireless Sensor Network
(WSN) environments can be controlled and managed by a
single point through Fog nodes and this feature allows to
leverage the potential of novel services and use cases [123].

CitySee [115] is an environment monitoring system and it
is one of the largest WSN environments. The data collected
by the sensors are transferred to the sink node which then
forwards it to the Cloudlet after preprocessing. The aim of
CitySee is providing services to the users, and hence Cloudlets
are utilized within this architecture for creating a set of APIs
for customers to access and use the sensed data.

As similar to the WSNs, the nature of IoT results in con-
nected gadgets and devices in various forms. These devices are
capable of generating huge traffic in different characteristics,
and hence there is a need for aggregating all the information
and provide an environment where heterogeneous devices can
operate coherently. A MEC server may act as a gateway to
provide services such as decision logic, database logging,
remote provisioning and access control to the devices [107].

On the other hand, Cloudlets are also compatible with the
IoT scenarios since they create an environment where IoT
gadgets interact with the services deployed at the Cloudlets
[37]. Through bringing these services closer to the edge, the
interactions can occur in real-time which is necessary for the
IoT operations.

G. Video Streaming and Analysis

Video streaming is one of the applications that requires
low latency and jitter. Therefore, providing this service at
the edge of the network helps to achieve these requirements
by eliminating the congestion within WAN. As an example
scenario, a fog server that is deployed in a bus can provide
the service of video streaming to the passengers through Wi-Fi
[92].

The analysis of a video that is recorded by a camera requires
also real-time interaction. Fog servers possess the necessary
computational and storage capacity to store the video streams
and analyze them for object recognition and tracking [24]. In
order to decrease the cost of deploying multitude of cameras
for the cases such as vehicle plate recognition, the data analysis
tasks need to be assigned to a server rather than the camera
itself. Deployment of MEC servers close to the base stations
provides flexibility and mitigate the congestion caused by the
video stream data to be transferred to the cloud datacenters
for further analysis [107].

Gabriel [81] is a cognitive assistant application that runs
on a Cloudlet. The video recorded by a wearable glass is
forwarded to the Cloudlet after discovering it in the vicinity.
Then, the video is processed there for providing a guidance for
the user. As an optional case, the video can be transferred to
the cloud servers for centralized tasks such as error reporting.
By offloading the video analysis task to the Cloudlet, it is
expected to improve the user experience by decreasing the
latency under a certain threshold.

A typical environment that is covered by a MEC server that
is located at a base station, eNodeB in the case of 4G/LTE, is
shown in Figure 11. The audience at a stadium may request
the replay of a goal as a video stream, which is made available
by the provider instantly. To support thousands of requests and
mitigate the burden on MEC servers, the operator may initiate
additional VMs in an instant. On the other hand, a road-side
security camera may request for a video analysis service from

Fig. 11. Video streaming and analysis with MEC technology.
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the MEC server in order to recognize the plate of the vehicle
in a shorter time.

H. Augmented Reality

The trend towards smart phones and smart glasses increases
the popularity of augmented reality applications [24] which
require a level of computation power that is not present within
the device itself. At the initial step, cloud computing may
provide the demanded computational power. However, these
scenarios are sensitive to the delay which may decrease the
user satisfaction dramatically. Thus, an augmented reality sys-
tem that is enabled by Fog Computing results in an increased
throughput and decreased delay.

Zao et al. [124] proposed a multi-tier fog/cloud architecture
to leverage the augmented brain computer interface. One of the
benefits that Fog Computing promises, real-time interaction,
is demonstrated by playing a multi-player and on-line brain
computer interface game.

In order to provide a real-time interaction for a visitor to
a sports event or a historical monument, the output of the
end user’s camera can be forwarded to the MEC server in the
vicinity [107]. The main advantage for this methodology is
that information the mobile user seeks for are highly localized
so a centralized mechanism cannot provide a feasible solution
for this case. Since augmented reality requires low latency
and context-aware data, MEC servers can satisfy the user’s
expectations.

I. Connected Vehicles and Smart Traffic Lights

There are important constraints in vehicular communication
that directly affect the performance of the overall archi-
tecture such as high speeds, unreliable wireless connection
and highly dynamic topology [125]. Within these limits, it
is quite challenging to achieve low delay and satisfy the
user experience. By deploying computational resources and
keeping the communication among vehicles at the edge via
fog technology may improve the performance and relax the
limitations of the inherent constraints.

It is possible to measure the distance and speed of the
vehicles in the range of smart traffic lights [113]. Smart lights
can communicate with each other and prevent the possible
accidents through the utilization of Fog technology [10].
Besides, a distributed video camera system may recognize an
ambulance and act accordingly for changing the traffic lights
to open a way. For urgent operations, Fog orchestration layer
can execute the necessary tasks instantly such as coordinating
the actions for the communication between smart lights. On
the other hand, the data collected from smart lights can be
analyzed further at the cloud-tier for long-term optimizations.

In addition to support connected vehicles with Fog tech-
nology, the concept becomes popular with the proposal of
LTE (Long Term Evolution) which provides long distance
connectivity. For improving the safety by generating a notifi-
cation to the user about road hazards and traffic congestion, an
instantaneous interaction with the traveling driver is required
at the roadside. MEC servers that are deployed at the LTE
base station (eNodeB) can be used for storing the data and

provide road status messages to the travelers by cooperating
with the roadside sensors [107]. A MEC server collects
information from the cars or gathers data through sensors
monitoring the road. The data collected from the cars, such
as acceleration, can be distributed to the other vehicles in
the vicinity. On the other hand, the drivers that are in the
area of coverage of a server can be informed in the case of
a road hazard, a traffic accident or traffic jam. These types
of communications and information sharing require minimum
latency but the server can continuously communicate with the
cloud datacenter through EPC (Evolved Packet Core), which
is the core network of LTE, for data storage and further data
analysis.

Relaying the messages between vehicles over LTE eliminate
the necessity of building a Dedicated Short Range Com-
munication (DSRC) [126] network that allows vehicle-to-
vehicle communication for short distances. Hence, deploying
MEC servers near to the available base stations for con-
nected vehicles prevents investing in completely new protocols
and network infrastructure that may be costly in terms of
CAPEX/OPEX.

Beside of the advantages that MEC provides for leveraging
the instant communication between vehicles, there are some
security concerns including malicious or fake data reported
by vehicles, user’s privacy, trust issues, and certain attacks at
application and infrastructure levels [127], [128]. Therefore,
MEC developments should intrinsically enable security and
privacy for protecting the applications and user data at the edge
server and provide an authentication system for the vehicles
[25], [77], [129].

V. EMPLOYING SDN CAPABILITIES TO FACILITATE EDGE
COMPUTING

It is envisioned that SDN has the capability to offer remedy
for a large set of challenges that are encountered within the
traditional networking approach. Similarly, when the intrinsic
properties of SDN are considered, a fruitful cooperation with
the Edge Computing framework can be foreseen. This section
initially gives a brief introduction to the SDN concepts and
OpenFlow. Then, eight benefit areas provided by SDN are
topic-wise identified and discussed in the context of Edge
Computing. To demonstrate the collaboration of SDN and
Edge Computing in real world scenarios three practical cases,
namely Multi-tier Edge Computing Architecture, Service-
Centric Access to Edge and NFV are explored in subsections
V-C, V-D and V-E. In order to further identify trends that
cover SDN and Edge Computing cooperation latest research
are surveyed in subsection V-F.

A. Software-Defined Networking Concepts and OpenFlow

SDN is a recent paradigm proposed for using the limited
network resources optimally and enabling flexible network
management by separating the control layer from the data layer
[30]. Since the main logic is extracted from the forwarding
nodes that are no longer capable of taking decisions on
their own, it is concentrated on the software-based controller
which is capable of having a general view of the underlying



16

Fig. 12. A view on SDN architecture for Edge Computing.

network [130]–[133]. Routing and forwarding behavior of
the network elements can be inquired and modified upon
customized policies in the SDN controller. These operations
are achieved through modifying and populating the flow tables
of the forwarding nodes with the definitions of match/action
flow rules [134]. When a packet appears at an ingress port,
the switch initially checks its flow table to find any matching
rule. If found, it applies the action that is defined by the
matched flow rule. In case of an unmatched packet, the switch
buffers this packet and forwards an encapsulated replication of
it to the controller for figuring out the most appropriate action
[135]. The SDN controller then decides on an action to be
applied on this packet, and installs the necessary flow rule on
the corresponding switch for applying the same action on the
similar packets in the future.

All operations of SDN and the flexible communication
between the controller and the switches are carried out with the
OpenFlow protocol [135], [136] which is currently developed
by Open Networking Foundation (ONF) [27]. OpenFlow rep-
resents the main functionalities of SDN such as managing the
flow tables on the forwarding nodes, populating them, defining
flow rules, gathering statistics and many other managerial
operations [134].

The layers of the envisioned SDN architecture for orches-
trating multi-tier edge system is depicted in Figure 12:
• Edge layer

• SDN infrastructure
• Northbound applications
At the bottom layer, there are servers configured to han-

dle the user requests and various edge devices that seek
for services. At the intermediate level, the traditional SDN
infrastructure can be seen which is composed of OpenFlow-
enabled switches and the SDN controller. Although the SDN
considers them as separate planes, it forms the typical SDN
infrastructure where the responsibilities of both the controller
and forwarding nodes are clearly defined. The novelty of this
adapted SDN architecture is specified by the top layer, which
consists of customized and virtualized northbound applica-
tions that define the behavior of the control mechanism. The
main responsibilities and functionalities of these applications
are service management and orchestration, optimal resource
allocation, mobility management and other operational tasks.
Applications that define the network behavior can communi-
cate with the controller through the northbound interface API
that is implemented by the controller itself [132]. The high-
level commands generated by the northbound applications are
forwarded to the controller via the northbound API which is
not standardized yet [133]. Then, the controller transforms
these commands into low-level OpenFlow messages to be sent
to the data plane [137]. If the control plane is distributed and
several controllers are deployed over geographically distant
servers, then there is a need for mechanism to provide commu-
nication between the controllers for synchronization through
east/west interfaces. Like the northbound interface, there is not
a standard for the east/west interface yet.

As stated by McKeown et al. [138], OpenFlow was firstly
used for a campus network which is an inspiration to support
campus-based scenarios for Edge Computing. Besides con-
trolling the switches, OpenFlow also enables the analysis of
the network traffic and reactive behavior. The controller can
collect statistics such as the number of received packets or
transmitted bytes by the switches through OpenFlow request
messages, and balance the load accordingly or form the
flow characteristics. All these properties can be applied to
the OpenFlow-enabled switches without being dependent on
device types so that a heterogeneous network composed of
forwarding devices by different vendors can be controlled by
SDN [139]. In addition to the hardware switches, software-
based switches gain popularity. The most common soft-
ware switch is OpenvSwitch designed for flexible and high-
performance networking in virtual environments [140]. Its
popularity gains significant attention and eventually the core
modules of OpenvSwitch is embedded into the Linux kernel
[141].

Another important challenge that SDN addresses is vir-
tualization [16]. In some cases, both concepts are used in-
terchangeably. However, it should be stated that SDN is
independent from virtualization but complementary to it [142].
The Network Functions Virtualization (NFV) is the technology
which separates the network functions such as firewalls or
DNS from the hardware and hand them over to a software-
based application [16]. Due to similar underlying principles,
NFV and SDN technologies can be integrated into each other
to mitigate some challenges by transitioning the network man-
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Fig. 13. SDN properties and benefit areas for Edge Computing.

agement from hardware to software. The further discussion on
the integration of NFV and SDN is presented in Section V-E.

The utilization of SDN in optical networking is referred
as Software-Defined Optical Network (SDON) which enables
joint dynamic provisioning and optimization of multiple layers
through the global view that the SDN controller holds [143]. It
enhances OpenFlow to support the forwarding planes that are
not capable of packet-switching. So far, the benefits of SDN
were limited to wired environments [142]. Adapting SDN to
wireless networks results in a new form referred as Software-
Defined Wireless Networking (SDWN).

B. How can SDN Help Edge Computing: The Benefit Areas

The characteristics and capabilities of SDN that are dis-
cussed by the previous subsection lay down the basis for
the potentially successful interaction between SDN and Edge
Computing. When technical properties of SDN and the way
they are employed in the literature are examined, certain
benefit areas stand out. As illustrated in Figure 13, eight benefit
areas are identified within the scope of this work: (i) High Res-
olution & Effective Control, (ii) Flexibility and Low Barrier on
Innovation, (iii) Service-Centric Implementation, (iv) Virtual
Machine Mobility, (v) Adaptability, (vi) Interoperability, (vii)
Low Cost Solutions, and (viii) Multiplicity of Scope. Each
of these areas, and the way that SDN and Edge Computing
interact are discussed further in the remainder of this section.

1) High Resolution & Effective Control: Centralized view
enables SDN to dictate user defined policies and describe
dynamic behavior through programmatic access [144]. Spe-
cialized northbound applications can generate commands to
cope up with the dynamic behavior of the network. Besides
the reactive behavior, proactive control can also be based on
network statistics collected at the control layer. This feature
of SDN renders operating the network in near optimal con-
ditions possible. Real-time optimization based on cross-layer
information is possible through centralized access, real-time
statistics and programmatic access.

The Edge Computing infrastructure is likely to include
many servers [145]. For instance, there can be physically many
Cloudlets located in a campus environment or a public spot

such as shopping malls and airports. A combined computa-
tional and link load balancing will be necessary to be able to
serve users by considering the QoS requirements [146]. As an
example, a temporary large group of users may coincide in a
certain location and result in extraordinarily high utilization
of the computational capacity of the nearest Cloudlet. This
would inevitably cause an increased service time despite the
high bandwidth and redundant Cloudlet hardware available on
the premises. This is in contradiction with the nature of Edge
Computing which owes its existence to high access delays
caused by WAN. As a remedy, a northbound application can
provide the central view by monitoring not only link but
also server loads through periodic collection of statistics via
OpenFlow messages. This application can direct and shape
traffic towards the less-loaded elements of the computational
pool.

A non-negligible portion of Edge Computing scenarios
are based on mobile and small form factor devices taking
computational services residing in the vicinity. The capabilities
and characteristics of these devices are quite varied. An
end user, while getting a continuous service from an Edge
Computing facility, can be handed over from one Cloudlet to
another as a result of mobility or an orchestration/management
activity including load balancing. To enable fluent operation
of this considerably dynamic environment, high resolution and
effective control offered by SDN is an essential advantage
over the traditional network application paradigm based on
socket or RPC/RMI (Remote Procedure Call / Remote Method
Invocation) programming.

An example scenario is depicted in Figure 14. A mobile user
sends a service request to one of the Cloudlets in the vicinity.
Before the request is accomplished by the server, the user is
authenticated to another network by changing the location. The
controller can track this movement with its ability to discover
the topology and get the necessary information about the user’s
new location, such as its recently assigned IP address. This
allows the service result to be reached to the user by adding
new flow rules to the switches on the path. During this entire
process, the user is not aware of the operations occurring
within the network, and the user experience is not interrupted.
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Fig. 14. SDN for handling handover scenarios.

2) Flexibility and Low Barrier over Innovation: The tra-
ditional infrastructure of the network is restricting for inno-
vations because there is a small area for innovation when the
hardware has the responsibility of both control and forwarding
layers [138]. By decoupling the control and forwarding layer,
SDN provides flexible programmable interface that enables
innovation. As the integration of cloud and edge servers
demands high flexibility because of the increasing number of
devices, SDN can treat network as a flexible software [147].
With the help of centralized controller and user-implemented
northbound applications, the large scale environment can be
managed in every level of orchestration.

In traditional networking, the emergence of a new protocol
introduces the necessity of a new hardware or redesign-
ing/updating the switching-chip, which results in high costs
and causes vendor-dependency. For instance, VXLAN (Virtual
Extensible LAN) is a recently popular protocol that is mostly
used in the cloud environments and enterprise data centers
[148]. As predicted, upgrading the network infrastructure of
the whole cloud site is not feasible. Instead, software-based
switches can be programmed to implement this technology,
in fact OpenvSwitch (OVS) has already this functionality. On
the other hand, recent versions of OpenFlow has a support
for VXLAN which means that the controller can also be
implemented accordingly to define the operations of this
protocol within the network and operate with OVS in harmony.

3) Service-Centric Implementation: Considering a wide
range of services and their distribution over various Edge
Computing nodes, enabling the end-users to request a service
by just identifying "what" instead of specifying "where" would
be an enormous advantage. However, as constrained by the
host-centric traditional network design, it requires an extra
effort on both edge devices and the servers to achieve this.

SDN allows service-centric as opposed to host centric
solutions to be devised. It is not a coincidence that the Future
Internet paradigm embraces both SDN and Information-centric

Networking (ICN) [149], [150]. The dynamic environment at
the edge, geographic distribution of the services and highly
mobile end users are the issues addressable by a service-
centric scheme. The role of SDN in this area and the necessary
conditions to enable a service-centric model is discussed
thoroughly in Section V-D.

4) Virtual Machine Mobility: Virtual machine (VM) migra-
tion is a technique that is normally employed in datacenters
for effective operation in terms of energy consumption and
load distribution [151]. Within the context of Edge Computing,
ability to migrate VMs over the edge infrastructure whenever
needed provides fine control and optimization possibilities
over the whole system. VM migration can be triggered by
the user movement, energy conservation, reducing the traffic
load or service replacement [152].

SDN, with the centralized view of the system, is an ideal
scheme for managing the VM migration process. SDN is also
advantageous for this task due to its capabilities for reduc-
ing the down time during migration, preventing congestion,
improving throughput and determining the location for the
best performance [153]. In the case of a cloud datacenter
managed by OpenStack [154], the SDN controller can monitor
the network, discover a possible congestion and mitigate it
through installing new flow rules after a live VM migration
[155]. There are several proposals that employ SDN based
approaches for VM migration in datacenters [45], [156], [157].

Although most of the proposals consider the VM migration
at the cloud site, the same operations can equally be applied
to the edge servers. The utilization of the edge servers and
the traffic destined to them can be monitored by a particular
northbound application. A VM can be migrated closer to the
user or to a powerful server, depending on the requirement.
Since VM migration causes considerable traffic within the
network, the SDN control mechanism needs to manage the
data transfer carefully. When the migration decision is taken, a
close coordination among all relevant nodes would be possible
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with SDN. Integrating SDN with a Cloudlet management
system, such as OpenStack++ [158] which is an extension of
OpenStack, can simplify the VM migration across Cloudlets.

VM migration also provides energy-wise benefits to an Edge
Computing system. If the number of requests arriving to the
VMs of an edge server is low enough, the SDN control plane
can decide that the VMs to be migrated to another site and
the former one can be shut down to minimize the energy
consumption.

5) Adaptability – Plug & Play Behavior: The number of
wearable gadgets, smart phones and devices under the um-
brella of IoT are increasing with enormous rates. New devices
that are connected need to adapt to the network as soon as
possible. Besides the end user devices, there is a necessity for
deploying additional computational and networking resources
in order to cope up with the increased traffic.

One of the key benefits that SDN provides is that it
enables the plug & play operation through integrating a newly
deployed service or device without any manual configura-
tion [159], [160]. With the default configurations, OpenFlow-
supported switches do not possess any protocol to detect
the topology. In the SDN structure, controller’s task is to
identify and implement the certain functionalities for topol-
ogy discovery. OpenFlow Discovery Protocol (OFDP) [161]
exploits Link Layer Discovery Protocol (LLDP) and modifies
it slightly to enable the similar functionality for the SDN-
based environments. Therefore, any new device connected to
the network can be detected by the SDN controller and the
routing application can modify the rules instantly. There are
several proposals that enhance the performance of OFDP, such
as OFDPv2 [162], by reducing the overhead that is caused by
the control messages relayed to the controller. Soft-WSN is an
example architecture that leverages the real-time configuration
of the sensor devices and networks in an IoT environment
[163]. This architecture introduces a module for topology
management that maintains the topology of the underlying
network at any time. Therefore, it is able to detect every single
node within the network, and hence the controller may act
accordingly. Through this module which checks the topology
frequently, a recently integrated sensor is directly added to the
topology view of the controller without any additional action.

On the other hand, plug & play functionality is also appli-
cable to the scenario of the connected vehicles. In order to
react to the topology changes and maintain the distribution of
the vehicles, sdnMAC [164] is proposed. Whenever a vehicle
enters to the range of the roadside unit, the controller can
acquire the necessary information about it such as its direction
and speed.

Adaptability is also an important aspect of NFV. Through an
adaptable solution that combines SDN and NFV capabilities,
such as OpenSCaaS [165], service providers can accelerate the
application of service chaining without any manual configura-
tion.

6) Interoperability: As the interest in IoT increases, there
are and will be many players and vendors around. In order
to support interoperability between the devices belonging to
different vendors and mitigate the complexity caused by the
heterogeneity of Edge Computing, there should be a vendor-

independent environment. As a result of the immense work
on the standardization by ONF, SDN leads to a network
environment which eliminates dependency on vendors [166].
Since SDN is able to manage the heterogeneous environments,
distinct Wireless Sensor Network (WSN) and Body Area
Network (BAN) setups with different types of sensors can
operate in a single environment without any complications.

In order to cover networks with multiple transmission
technologies, interoperability of the forwarding devices is
necessary. Consider a scenario where the end-user requests
for a computation-intensive and latency-tolerant task. There
are two alternatives for realizing the desired objective: (1)
pre-processing at the edge server and executing the remaining
computation-intensive steps at the cloud servers (2) forward-
ing the request directly to the cloud site. As observed, the
data generated by the end-user passes through at least two
different transport technologies. In other words, interfaces of
the forwarding devices differ among tiers. Therefore, a unified
control mechanism that is able to manage different types of
underlying technologies and devices from different vendors
is mandatory. The cooperation of SDN and SDON ensures
the harmony between distinct transport technologies and ad-
ministrative domains. It can be clearly said that OpenFlow
has the intrinsic capability to enable interoperability among
network elements at the data plane. Although the GMPLS
control plane is also a candidate for managing the diverse
network infrastructures, it does not serve well to dynamic
changes within the network which eventually causes some
performance issues [167].

In addition to OpenFlow, there is an ongoing study for stan-
dardizing the northbound interface so that the interoperability
of the northbound applications from different vendors can also
be accomplished.

7) Lower Cost Solutions: Keeping pace with the increased
number of mobile devices requires a large number of network
nodes to be installed at the edge. In addition to the edge
servers, network functions that are provided by each middle-
box are also essential for managing and operating the immense
mobile traffic generated at the edge. Traditional network
design introduces hardware based solutions for managing the
network and executing network functions which are expensive
and difficult maintain. The smooth collaboration of NFV and
SDN does not only improve the service orchestration, but
also eliminates the requirement for updating the forwarding
devices and integrating new protocols. These operations within
the traditional network infrastructure, where the control plane
is also hardware-based, result in high costs for the service
providers.

Since SDN requires less complex hardware to operate,
it lowers the costs compared with the traditional network
infrastructure. Any solution can be provided as an imple-
mented application that can dynamically program the network
lowers the CAPEX and OPEX because they can be updated
just by software patches and upgrades instead of installing
a new hardware. Thanks to NFV, middlebox functionalities
are shifted from hardware-based to the software-based which
enables a virtualization opportunity to decrease the cost [168].
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8) Multiplicity of Scope: As cloud computing becomes
mainstream, the applications and use cases become more di-
verse and specialized. In addition to the smart device use cases,
constructing Edge-cloud architecture based on SDN widen the
scope and range of the context. Managing such a large-scale
environment through SDN can provide higher performance
operation of datacenter and edge server networks. SDN can
be used for managing huge datacenters which mitigates the
complexity from the distinctly located servers such as Google’s
SDN-based B4 [169].

5G PPP (The 5G Infrastructure Public Private Partnership)
states that 5G will be based on software and it combines
the MEC, SDN and NFV for improving the performance
and flexibility [170]. Although it is not yet fully defined,
the 5G is expected to include SDN and NFV as an enabler
to provide an infrastructure for billions of new devices with
less predictable traffic patterns [171]. Within the context of
MEC, network services are virtualized and deployed as Virtual
Network Functions (VNF) [172]. The role of SDN in such an
architecture is leveraging the connectivity between the VNFs
via service chaining and improving the control over them. In
addition to boosting the functionality of VNFs, the intrinsic
properties of SDN bring additional benefits to the MEC
architecture such as the northbound interface for third-party
applications and handling the traffic forwarding over cloud
RAN [173] to support MEC services. Hence, building MEC
on SDN with the support of NFV simplifies the management
of this network and provides services to a variety of devices.

C. Multi-tier Edge Computing Architecture

Meeting the needs and QoS requirements of various tasks
that are demanded by mobile devices cannot be achieved by
solely employing cloud servers or Cloudlets. In order to cover
and serve wide range of envisioned services, both cloud servers
and Edge Computing facilities need to be incorporated into
a joint architecture. Within the scope and coverage of this
architecture, it would be beneficial to position an additional
tier comprised of medium scale server hardware to be accessed
via a Metropolitan Area Network (MAN). This supplementary
layer brings flexibility while optimizing the tradeoff between
the increasing delay and computational power. GigaSight [80]
is a framework that is proposed to exploit Cloudlets at the
edge of the network in order to prevent the congestion that
may occur within MAN due to high-load traffic destined to the
cloud. Using this approach as a base, enhancing the modularity
of the system by embedding an intermediate level may serve
as a catalyzer for achieving better performance.

Figure 15 depicts a multi-tier Edge Computing architecture
that is capable of providing the necessary computation power
for latency-tolerant scenarios at the higher tiers and mini-
mum delay for delay sensitive applications at the lower tiers.
Multitude of services and a wide range of requirements can
be supported with this framework where each tier is formed
considering characteristic features such as coverage area and
resource capacities.

Determining the optimal tier at the time of a service request
by considering the real-time conditions of the network and

requirements of the applications can be carried out through
the programmable control mechanism offered by the SDN.
Without the flexibility of SDN, the dynamic changes within
the network may not be noticed, static decisions are taken
and scarce resources are not used efficiently. Hence, the
system will not be scalable enough. The SDN controller can
periodically retrieve meaningful information from the network
such as the topology [174], and load on the links or servers
[175]. This information is aggregated on the controller to have
a centralized view of the overall system so that even instanta-
neous changes due to the mobility at the edge, geographically
distributed services and dynamic behavior of the network can
be captured and the control layer can act correspondingly.

As aforementioned, mobility is an essential feature which
may change the state of the network at any time. Thus, the
multi-tier structure should also support mobility and include
a kind of state handover mechanism between edge servers.
As an example to the concept of application state handover,
one can imagine a face recognition based service. It is quite
likely that the user specific data such as the database of face
images is already fetched to the Cloudlet serving at the user’s
current location. If the user changes his or her location that
may trigger a connection establishment with another network,
the same parts of the database will be used by the new Cloudlet
to serve. Since the SDN-based orchestrator is already aware
of the network layer handover [176], it can also cooperate
with the application for fetching the corresponding part of the
database proactively in order to improve the QoS.

Fig. 15. Cooperation of the SDN mechanism in the multi-tier
Edge Computing architecture.
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Fig. 16. Service-centric access through SDN.

D. Service-Centric Access to Edge

The integration of Edge Computing into the existing infras-
tructure leads to the proliferation and diversification of services
offered to the end-users. Since these services, which are not
feasible to be realized so far, are presented in a distributed
manner by the edge servers, the volume of the data traffic
generated at the edge increases at a high rate. In order to keep
the service quality at the highest level anywhere at the edge, a
service instance should be provided by the geographically dis-
tributed servers as replications. GRECO [177] is a distributed
genetic algorithm that solves the optimal placement problem
for the service-oriented applications within an architecture
composed of cloud datacenters and edge servers. The service
requests generated by a variety of mobile gadgets and service
mobility creates a dynamic and heterogeneous environment at
the edge of the network. Since the loads on the servers and the
locations of the services are changing at any time, low service
delay demanded by the end-users cannot be achieved with the
host-centric approach. In the case of a traditional client-server
interaction, the user application needs to be aware of the server
that provides a particular service and resolve the location of
the server through its IP address.

When all these requirements and conditions are gathered
together, it is seen that leaving the complex operations of
service discovery to the responsibility of the end-user devices
greatly degrades QoS in this dynamic environment. As the
content becomes more important than the physical location (IP
address), the legacy network protocol stack becomes infeasible
to keep pace with the changing requirements. For handling
all the complexities by hiding them from the end-users, the
traditional location-oriented network needs to transform into
a service-centric architecture. However, putting the "what" in
the core of the processes instead of "where" is not an easy
transformation for the network operations. Relevantly, there

is an ongoing trend for the Information-Centric Network-
ing (ICN), Content-Centric Networking (CCN) and Service-
Centric Networking (SCN) which focus on transforming the
process of the traditional network by shifting the concentration
from hosts to the contents, information or services [178].
The current trend shows that Future Internet is envisioned as
service-centric [179]. In the context of service-centric design,
the user and the application can request a service without any
knowledge about the location of the server [180].

A reliable, secure and scalable service orchestration and
large-scale network management are the key problems. SDN
can provide fast service orchestration because the separated
control plane is a programmable layer with the controllers and
the applications [28]. All the services requested by wearable
devices and IoT forming a heterogeneous environment can be
orchestrated by SDN [181]. Not only the control mechanism
but also the programmability of the forwarding devices come
into prominence in order to orchestrate a large number of end-
user devices that offload tasks to the resource pool [132].

The key functionality of SDN that leverage this model is
the ability to have a general view of the network. Whenever a
server is deployed with a service instance, it may inform the
SDN controller for storing this information or controller itself
may periodically inquire about the service-server matchings.
In other words, the SDN controller is able to track the locations
of every single service instance under its coverage. There are
proposals that enable the functionality of ICN/CCN through
exploiting the flexibility and valuable functionalities provided
by SDN [182]–[186].

Assume that a user with a wearable gadget in a university
campus requests a health service from the edge servers.
This service may consist of analyzing the heartbeat stream
for detecting medical urgency [187]. Figure 16 shows the
sequential operations within an SDN-enabled service-centric



22

environment. When the end-user requests the healthcare ser-
vice by just identifying the name of the service, instead
of specifying an IP address, the OpenFlow-enabled switch
consults to the controller and the northbound application for
determining the destination. After the control layer locates the
servers that provide this service, it chooses the one that is the
least loaded and installs the flow rules that create the path
towards it. Then, the request is forwarded to the destination
and the service response is sent to the end-user by following
the reverse path.

Over the years, the rate of over-the-top (OTT) contents
such as audio, video, messaging and VoIP traffic has increased
and they limit the available bandwidth and similar resources
for other applications [188]. In order to mitigate the burden
from the core network and optimize the resource allocation,
these contents and services may be provided by the edge
servers. The operators in the case of MEC can reshape the
network infrastructure and reveal the capabilities to OTT
players and application developers to enable the innovation
through flexible service and content deployment [189]. It is
possible to maintain the current structure and organization
for enabling OTT players to deploy their services at the
edge and serve to end-users. However, the complexity at
the edge and multiplicity of the service replications need to
be managed carefully by the operators and Internet service
providers (ISPs).

Although it is mentioned that the edge servers are owned
personally or by the mobile network operators, ISPs will
also be able to deploy edge servers within the local loop or
at the end offices with the development of a new business
model. However, operations between the user equipment (UE)
and the Broadband Remote Access Servers (BRASs) are
handled at Layer 2 and enabling the service-oriented access
within this environment requires to use Layer 3 protocols.
This infrastructural complexity prohibits to design and install
the service-centric model, and utilize the edge servers with
an optimized resource allocation. In order to overcome at
least a portion of these intricacies, it is necessary for ISPs
to make huge investments at the edge for redesigning the
infrastructure and enabling the operations handled at Layer 3.
In fact, with SDN technology, it is possible to avoid such large
investments because SDN brings a cross-layer solution for
the network traffic flows generated by UE. Since OpenFlow-
enabled switches are not dedicated to any protocol or layer,
and OpenFlow brings a flexible match/action scheme that
handles Layer2-Layer4 fields, the SDN infrastructure may
enable the essential operations without too much effort and
cost. With the flexible and transparent solutions provided by
SDN, a viable and innovative business model that covers
the edge servers deployed and owned by ISPs may become
feasible.

When all the mentioned challenges and requirements are
kept in sight, it is seen that SDN is the best candidate for
removing the barriers that prevent the coherent transformation
into the service-oriented design. In the long run, it is believed
that this design replaces the traditional network and to prolif-
erate this process, SDN can be a remedy.

E. Network Function Virtualization (NFV) & Service Function
Chaining

Network Function Virtualization (NFV) is another key tech-
nology that supports service orchestration [190]. In traditional
networks, functions of a corresponding service to be provided
by the operators are actually delivered as proprietary devices
[33]. These functions should be connected to each other by
following an order, and the data traffic should flow through the
chain for carrying out the whole service [191]. The collection
of these operations is defined as Service Function Chaining
(SFC) by IETF [192].

As an example of SFC, a network service provided by the
operator is decomposed into three components: (1) firewall, (2)
Deep Packet Inspector (DPI) and (3) load balancer. In order to
accomplish function chaining, any network packet generated
by a client should initially flow through the firewall, then it
should be forwarded to DPI. Lastly, the load balancer should
process the packet and forward it to the destination server.

However, the current infrastructure of the network cannot
easily tackle the strict requirements of network services and
SFC. The major factors that complicate the operations are the
varying characteristics and size of the data traffic, heteroge-
neous environment and dependence on the physical hardware.
Bringing in a new service at a certain region or enhancing
the performance of a service may require the deployment of a
customized middlebox which is a costly and vendor-dependent
operation [193].

Although utilization of NFV improves the flexibility and
enables the network services to be easily deployed [194],
there is a need for an innovative orchestration mechanism that
carry out the operations of SFC within an environment where
functions are geographically distributed over the network. With
NFV, any service function can be deployed over multitude
of locations. This opportunity brings in the performance en-
hancement but as the scale gets larger, the orchestration of the
functions and services gets more complex.

When we consider the features and benefits of SDN, it can
be concluded that its operations can be utilized to leverage
NFV by serving as the orchestrator. SDN can automate the
service chaining through manipulating the flow rules at the
forwarding nodes and provisioning the network connectivity
[195], [196]. This complementary relationship between these
two promising technologies also applies for the reverse direc-
tion. Since the SDN controller is implemented and deployed
as a service, it can benefit from NFV in terms of reliability
and elasticity [33].

With the smooth integration of NFV and SDN, the network
services and their functions can be implemented as software
and deployed at the edge of the network as virtualized
implementations [197]. Therefore, this collaboration makes
service orchestration more effective through the installation
of a required network function at any location instantly when
there is a necessity.

When we reconsider the aforementioned example case of
SFC, these functions are implemented as software and de-
ployed over servers by employing NFV. Building this environ-
ment on top of Edge Computing enhances the performance of
SFC because deploying the functions closer to the end users
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Fig. 17. The concept of service function chaining and the role of SDN.

decreases the latency and eliminates long-haul transmission of
data traffic for carrying out the whole service [198].

Figure 17a illustrates an NFV environment where the fire-
wall, the DPI and the load balancer are the functions of a
network service that form a chain. Any network packet should
flow through the sequential functions before arriving to the
corresponding server. On the other hand, Figure 17b presents a
more detailed environment where the same network functions
are deployed over edge servers and the network is managed
with an SDN controller. When a client application sends a
network packet to a server, it is initially forwarded to the edge
server which provides the firewall function. This operation is
accomplished by the SDN controller with the help of function
discovery. As it is able to track the locations of functions,
it can install the corresponding flow rules at the switches to
form a chain that connects the sequential functions. After it
passes through the firewall, it is forwarded to the DPI and the
load balancer respectively, with the defined flow rules. After
chaining operations are completed, the data packet is routed
to the destined server.

The SDN controller can also behave in a reactive manner
instead of installing pre-defined flow rules. For example, if
firewall function is replicated over another edge server, SDN
controller can acquire this information and dynamically mod-
ify the chain rules for the traffic at that geographic location.
With the help of SFC northbound application, it instantly
calculates the shortest path or the minimum latency path for
completing the chain and draw a new route between the service
functions. The main contribution of SDN in this architecture is
forming such a chain that minimizes the latency by optimizing
the route between functions. On the other hand, deployment of
edge servers helps to decrease the latency further by keeping
the application of network functions at the edge of the network.

There are proposals that aim to achieve the service chaining
by incorporating the available features of SDN into NFV
[199], [200]. As the data traffic generated by IoT gadgets
increases at tremendous levels, the research in this area also
focuses on combining the technologies of SDN, NFV, IoT and

Edge Computing [201]. As a natural consequence of these
advances in SDN and NFV, the requirement of installing new
hardware for keeping pace with the increased network traffic
is eliminated.

Beside of applying the SDN on NFV for practical de-
ployments, there is an ongoing effort for the standardization
of NFV [212]. IETF RFC 7665 [213] is published in 2015
and describes the architecture for creating and maintaining
SFC operations. On the other hand, ETSI also focuses on the
standardization of NFV and there are more than 50 group
reports and specifications published by ETSI NFV ISG in the
areas such as security, use cases and orchestration [214].

F. Ongoing Research on SDN and Edge Computing Cooper-
ation

Edge Computing paradigm, or its ancestor cloud computing,
is not directly related with the SDN implementations. How-
ever, when the requirements of edge servers and properties of
SDN are paired up, it is observed that SDN is capable of filling
the voids through the flexibility of programmable networks.
There are already available tools for cloud computing man-
agement such as OpenStack [154] which has the supportive
modules for incorporating the SDN control layer.

In order to depict the future direction and current status
of the SDN and edge server technologies, related studies
should be examined by focusing on the requirements of edge
servers and functionalities of SDN. The proposals for SDN-
Edge Computing integration are surveyed and summarized,
and their key characteristics are presented in Table VI.

SAVI [215] is a multi-tier computing testbed that extends
the traditional clouds in order to provide the required computa-
tional power at the edge and improve the QoS [216]. However,
managing such a diverse network of devices spanning a wide
area while hiding all the complexities throughout the network
and handling the user mobility are clearly challenging issues.
In order to deal with the complex objectives simultaneously,
a control mechanism that embodies the scope of the whole
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TABLE VI. Ongoing research in SDN-Edge Computing Cooperation.

Research Server Type Scope The Role of SDN

OpenADN [202] Cloud Traffic management, application delivery constraints Supporting distinct control plane applications

Ku et al. [203] Ad-hoc Mobile data traffic Frequency allocation, wireless network virtualization, managing the traffic

MOCA [204] Cloud What and when to offload from mobile devices Data plane redirection mechanism through flow rule installations

HomeCloud [205] Edge Servers Application delivery at the edge Configuring and managing VNFs at the edge

Xu et al. [206] Fog Servers Service orchestration for IoT Implementing the broker functionality at the switches

Salahuddin et al. [207] Road Side Units Internet of Vehicles Reconfiguring the services within the network, data forwarding

Amraoui and Sethom [208] Cloudlet Pervasive healthcare service for wireless sensors Detecting the topology, device discovery, retrieving sensor status

Monfared et al. [209] Cloud & Edge Servers Heterogeneous access networks Enabling programmable radio, virtualizing resources

UbiFlow [210] Edge Server Heterogeneous IoT networks Mobility management, device configuration, flow control

FSDN [211] Fog Servers Vehicular Ad-Hoc Networks (VANET) Improving the connectivity, enhancing scalability, supporting mobility

WiCloud [105] MEC Cloud functionality at the edge with OpenStack Enabling location-awareness, managing inter-MEC communications

network is a mandatory. SAVI provides an API for supporting
SDN applications to manage the cloud and network resources.

Open Application Delivery Network (OpenADN) allows
Application Service Providers (ASPs) to express and en-
force traffic management policies and application delivery
constraints because most applications recently need to serve
global users [202]. Using OpenADN-aware data plane entities,
Internet Service Providers (ISPs) can offer application delivery
services to ASPs. In order to achieve these, OpenFlow, SDN,
session splicing, cross-layer communication and application
flow labels are main innovations. OpenADN allows an ASP’s
controller to communicate with ISP’s controller to provide
policies and states.

Ku et al. [203] propose a SDN based mobile cloud ar-
chitecture, focusing on ad hoc networks . They also present
the requirements for building such architecture. The main
motivation of this study is gaining the advantage of wireless
SDN in order to manage and control the growth of mobile
data traffic. In this architecture, wireless SDN nodes act as
both switches and hosts. These nodes communicate with the
SDN controller via a long range broadband wireless network
such as LTE and they communicate with each other via a
high bandwidth connection such as a WLAN. Each wireless
SDN node has its own local SDN controller, which is seen as
a backup controller, and different interfaces. These interfaces
may have static frequency channels or their frequency channels
may be changed by the global controller according to the need
of the applications and traffic types. The global SDN controller
has knowledge about the interfaces and their frequencies. By
this, a wireless network virtualization can be achieved through
slices and a specific frequency can be reserved in case of an
emergency for prioritization. They simulated the mobility and
handover mechanisms of their architecture using NS3.

Offloading is considered as one of the most attractive
research areas of mobile computing, especially MCC. De-
ciding on what to offload and how to offload are the main
issues of MCC which may lead to an increase in the energy
consumption unnecessarily. In order to overcome this problem,
some of the studies focus on offloading by combining it
with SDN. MOCA [204] is a lightweight Mobile Cloud
Offloading Architecture that enables offloading the data to in-

network cloud computing platforms. The main contribution
of this study is adopting SDN into this architecture. The
duty of SDN within this architecture is using the data plane
redirection mechanisms to help traffic to reach the in-network
cloud offloading platform that is mentioned. By utilizing this
architecture, offloading can be done in a more efficient way.

HomeCloud [205] is a framework that combines NFV and
SDN paradigms for enabling an efficient application delivery
and orchestration in the servers that are deployed at the edge.
Within this framework, NFV is utilized for local computation
and storage through the virtualized functionalities at the edge,
which are managed and orchestrated by SDN. This framework
targets the scenarios including applications such as smart
home, IoT and augmented reality. Similarly, SDN and NFV
cooperation is utilized as the orchestrators for 5G networks
that combines Fog and cloud nodes to handle the mobile
devices and massive data generated by them [217].

A Fog computing structure based on SDN is proposed by
Xu et al. [206] which provides the services required for the
data generated by IoT devices. This framework uses MQTT
(Message Queuing Telemetry Transport) protocol for data
transfer between IoT devices and the remote servers. They
modified the edge switch and incorporate the functionality of
broker node, which is then called as Fog node. In addition to
this, in order to make Fog node behave as a computing node,
they integrated SDN controller within the OpenvSwitch.

In [207], a novel roadside unit (RSU) is proposed as a
backbone of Internet of Vehicles (IoV) system which is based
on traditional IoT. This study proposes to utilize SDN for man-
aging the RSU network in order to keep up with the dynamic
nature of the network and efficient service procurement. The
vehicles are able to communicate with the RSU cloud and the
communication within this cloud is managed by an OpenFlow
controller.

The architecture proposed by Amraoui and Sethom [208]
aims to provide an environment where heterogeneous wireless
sensors for pervasive healthcare can operate in a compatible
manner. Through SDN, this framework can enable fast access
for data collection and analysis through the Cloudlet nodes.
The topology information, device discovery and sensor status
are controlled by the SDN layer within the framework. On



25

Fig. 18. Research directions for enhancing SDN for edge computing.

top of that, a Cloudlet orchestrator is implemented which
provides an API for the Cloudlet provider in order to control
the underlying system.

Monfared et al. [209] designed a two-tier cloud architecture
that is composed of cloud data centers and edge devices for
bringing the nodes closer to the user side. For the control
and management system of this architecture, Software-defined
Infrastructure is highlighted which brings flexibility on the
architecture with heterogeneous devices.

With the dramatic increase in the number of IoT devices
and increase in the traffic between these devices and remote
servers, the management of IoT devices became an important
challenge [218]. This study suggests that SDN and OpenFlow
provide a flexible environment for home networking system.

UbiFlow [210] is a system that combines SDN and IoT to
provide ubiquitous flow control and manage mobility in the
network. This system exploits the distributed control mecha-
nism of SDN controllers in different geographic locations to
maintain the scalability. The reason for utilizing SDN in such
system is keeping up with the changing demands and traffic
volumes provided by SDN in a flexible manner.

FSDN [211] is a Vehicular Ad-hoc Network (VANET)
which combines Fog Computing and SDN technologies be-
cause it is seen that VANETs suffer from poor connectivity and
less scalability for lots of years. The flexibility, programma-
bility and centralized control mechanism of SDN makes it an
inevitable component of a VANET architecture. SDN takes the
heterogeneous features such as mobility, physical medium and
topology into consideration and integrated into the system to
resolve related problems. SDN controller, SDN wireless nodes
(data plane elements), SDN road-side-unit (Fog device), SDN
road-side-unit controller (Fog devices under the orchestration
of the controller) and cellular base station are the SDN
components of FSDN architecture.

WiCloud [105] is a MEC platform that is based on NFV
and SDN . This platform uses OpenStack for providing cloud

functionality at the edge. The SDN controller manages the
communication between MEC servers which form a data
center at the edge. The main objective of this platform is to
provide proximity and location awareness that are promised
by MEC.

VI. DIRECTIONS TO ENHANCE SDN FOR FURTHER
CONTRIBUTION TO EDGE COMPUTING

Cloud and Edge Computing interaction seems as an exciting
architecture with the involvement of SDN as their driving
force. The previous section presents the advances in SDN
and its intrinsic properties that are highly possible to leverage
the hidden potential of the Edge Computing paradigm. Since
both Edge Computing and SDN have not reached maximum
level of their potential yet, the architecture that is composed
of these exciting concepts may not meet the expectations and
may not achieve the desired performance. Neither SDN nor its
current de facto standardization in the form of OpenFlow is
mature enough to handle all possible use cases and managerial
operations that are pointed out. This immaturity comes from
several factors but the most important ones are:
• Requirements are changing fast, even the relatively more

standard domains like IaaS (infrastructure as a service)
based cloud is evolving.

• Requirements are getting sophisticated.
• Integrating SDN into existing networks is not easily

achieved by just deploying SDN-enabled networking de-
vices [219].

• Investments in hardware is expensive, therefore SDN-
enabled hardware cannot get to the required level in terms
of capability and deployment [220].

SDN scenarios based on IoT and Edge Computing surpass
the initial vision of SDN and OpenFlow which revolved
around campus and telecommunication networks. In this sec-
tion, we endeavor to present and discuss what is technically
lacking in the current SDN landscape to realize the novel
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scenarios of Edge Computing and propose a direction towards
which possible solutions may be implemented. These discus-
sions are summarized and presented in Figure 18.

A. Enhancing Network Virtualization

Network virtualization is an essential functionality that
leverages abstraction and sharing of the underlying infrastruc-
ture which eventually improves the resource management and
the overall utilization. Network virtualization, NFV and SDN
are recently considered as inseparable terms and technologies
because of their inter-beneficial operations. Their cooperation
takes an important part in realizing the novel use cases that
are enabled by the Edge Computing. As stated by Feamster
et al. [221], SDN proves its success and offers technologies
in support of the specific use case of network virtualization.
Although available SDN hypervisors for network virtualization
are feasible for abstraction and isolation, it is observed that
there is a lack of complete performance evaluation [222].
Reliability, abstraction, performance, scalability and security
of these platforms need to be studied in detail for creating a
complete solution for virtualizing the network infrastructure
by exploiting the capabilities of SDN .

On the other hand, SDN can support the network virtualiza-
tion in wireless systems such as LTE [223]. However, virtual-
ization in wireless and mobile networks is more challenging
and complicated [224]. Since wireless communication plays
an important role in Edge Computing for accessing servers,
virtualization of wireless networks should also be given impor-
tance. Since the initial design of SDN and OpenFlow covers
the wired networks, more work needs to be done so that the
benefits of SDN in virtualization can be applied to the wireless
networks as well.

B. Northbound Interface Standardization

Although OpenFlow comes to mind firstly when it comes
to SDN, the northbound interface also has the same level of
responsibility and importance in controlling the underlying
network infrastructure. The role of the northbound interface in
SDONs is still raw for the time being and research in this area
is more challenging since there are multitude of interfaces that
should be managed in physical and transport layers [225]. An
efficient communication between the network applications and
the controller requires a simple vendor-independent interface.

Instead of generally applicable ones, special API’s for
particular purposes will emerge that can cover the most
common controllers. At 2014, ONF has formed a working
group that carries out intensive studies in order to standard-
ize the northbound interface [226]. It is believed that this
standardization process will lead to a concrete acceleration
in the SDN innovation because the northbound interface is
the essential point for carrying out the control operations
as complete. Also, standardizing this API leads to a variety
of new applications which improves the control over the
underlying network infrastructure.

C. Enhancing OpenFlow

The latest version of OpenFlow (v1.5.1) offers a variety of
matching fields from Layer2 to Layer4 with the OXM_MATCH
property. It is discussed that the network is on the way of being
transformed from host-centric to service-centric networking
because of the increasing number of services. Although this
evolution in networking seems as the fundamental solution
for hiding the complex operations from the end-users, there
is still a long way to go. On one hand, it requires some large
scale modifications in the traditional networking operations
and protocols, on the other hand, SDN and OpenFlow also
need some advances and improvements in order to support
the service-centric environment properly.

OpenFlow assumes that forwarding nodes have a fixed
behavior and there is a pre-defined set of supported protocols.
At the time being, there are more than 40 fields that can be
used for matching and it is increasing. This progress actually
prohibits the flexibility that is promised by SDN, and service-
centricness even require more flexible match/action schemes.
Therefore, improvements in this area should preserve the
flexibility aimed by SDN originally. It is expected that new
matching fields will be implemented in the next versions of
OpenFlow for supporting protocol independent behaviors.

As a complementary solution, P4 (Programming Protocol-
Independent Packet Processors) language [227] is proposed as
a way to enable the programmability of the switch behaviors,
which is assumed as fixed by OpenFlow. The emergence of
P4 changes the way forwarding nodes process the packets. By
doing so, the modular specification and protocol independence
are achieved through a module implemented with P4.

P4 have the potential to leverage service-centricness with
the ability of defining headers that switches can recognize.
By incorporating P4 into the system and adding some modi-
fications to OpenFlow, the switches and the network becomes
fully flexible and programmable. Hence, the flexible matching
mechanism without modifying the existing TCP/IP protocol
stack will enable the service-centric networks. However, the
mechanisms that enable P4 and OpenFlow to work together
are not studied in detail yet.

D. Finer Granularity of Control & Abstraction

The initial SDN proposal covers a campus network that is
managed by a single controller. As a result of the large expan-
sion of the covered area and the reliability problems, logically
centralized but physically distributed control mechanisms are
proposed. In such a large scale network, abstraction and finer
granularity of control plays an important role [228].

Moreover, one of the most important challenges for SDN
is generally ignored in practice: Gradually transforming a
traditional network to an SDN-enabled one [229]. There is
a need for the incremental deployment of SDN which leads to
a hybrid network that is composed of both legacy networking
devices and SDN-enabled devices. In order to make this hybrid
environment feasible by extending SDN benefits, abstraction
requires additional consideration [230].

Still today, most of the SDN-enabled switches are not
pure OpenFlow devices. The vast majority of them consist of
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hybrid switches, which are just traditional networking devices
with the ability of communicating through OpenFlow. The
supported version of OpenFlow may differ and this may
cause additional problems for the networks, especially for the
ones that are composed of multiple domains. Because of this
limitation, the current circumstances create a barrier for the
SDN integration to provide a finer granularity of control. They
need to support the common OpenFlow version and hybrid
switches should not cause vendor-related problems [231].

E. Debugging Capabilities of SDN

Shifting from hardware-based behavior to a software-based
one generates a natural outcome which is related to the
software errors [99]. Both SDN controllers and northbound
applications are software so it is inevitable to encounter with
errors. As the network scale gets larger for Edge Computing,
the software for realizing different functionalities become
more complex and prone to errors. Installing northbound
applications, distributing the control mechanism and increas-
ing the control level for the cooperation of cloud and Edge
Computing infrastructure require additional implementations
for the software. The bugs that stay hidden within the code
of the controller or the switch may cause an incompatibility
between the forwarding and control planes [232]. For all
these situations, debugging capabilities of SDN needs to be
improved for further implementations.

F. East-West Interface & Geographical Scalability

The SDN is mostly commercially viable inside a datacenter
for IaaS perspective and in a campus environment. However,
new scenarios dictate novel traffic characteristics and these
traffic flows may need to be forwarded through multiple
domains. As a result of distinct domains that may belong to
different service providers, using multiple controllers where at
least one controller is responsible for a single domain becomes
a necessity. The controller of each domain is responsible
for its own domain but there should be an inter-domain
communication in order to provide reliable data transfer [233].
This type of communication between adjacent controllers is
provided by the east-west interface. Since the applications of
SDN do not highly depend on the east-west communication,
the research on this area is still at its beginning. The secure,
reliable and efficient communication needs to be provided for
controllers.

In addition to all these requirements, with the inclusion
of SDON in the system, the east-west interface gains more
importance, since the communication between the controllers
that manage different type of infrastructures are transmitted
through multiple transport technologies. In the case of SDON,
standardization of this interface may improve the operations
to a greater level since an optical network may cover a
large area consisting multiple domains [225]. The network
infrastructure of the multi-tier architecture should be able to
meet the requirements of the communications between large
number of domains and support various network devices and
technologies. SDON are not only used for the cloud tier, but
also for the communication between metro-scale datacenters

[234]. Thus, the tiers reside above the edge tier are possibly
enabled through the optical networks version of SDN.

Not only OpenFlow-enabled networks, but also non-SDN
infrastructures should be taken into consideration where multi-
tier architecture operates. While the eastbound interface con-
nects an SDN domain to a non-SDN domain, the westbound
interface serves for providing the necessary communication for
multiple OpenFlow-enabled domains. It would be not a trivial
idea to consider the presence of non-SDN domains in the
network backbones. Thus, combining all these requirements
show a clear direction that it is essential to provide a stan-
dard communication between the adjacent domain controllers
through the east-west interface.

When talking about geographical scalability, it is also nec-
essary to consider the metro-scale datacenters. Although there
are studies focus on this area [235], [236], server placement in
the Metropolitan area need to be studied in detail and analyzed
further. This challenging aspect explicitly affect the operations
of SDN since locations of the controllers, assuming that a
distributed control mechanism is necessary for this scale, need
to be determined accordingly.

G. Administrative Scalability

In novel architectures such as the multi-tier edge system,
administrative domains are more flexible and they may overlap
in the case of a virtualization. In the case of Edge Computing,
a complicated business interaction and service models may
emerge. SDN should be flexible enough to embrace them. At
the same time, a secure environment needs to be maintained
for the increasing number of administrative domains. Consid-
ering a scenario [237], a mobile user may be migrated between
distinct administrative domains. The devices at the border of
these domains may fail to discover other devices which are
outside of their region, even though they are close to each
other. Therefore, a synchronization between Cloudlets at the
borders and an efficient discovery mechanism are mandatory.

H. Scalability & Reliability

Scalability could be mentioned as an issue of SDN because
one central controller may not be sufficient for controlling
all of the forwarding elements [27]. A report published by
ONF in 2016 [238] states that scaling OpenFlow to millions
of flows in a large environment is still a challenging aspect that
needs to be addressed. Since the whole operation of the SDN
depends on the controller, a logically centralized but physically
distributed controller mechanism is efficient to utilize in large-
scale networks in order to lower the load on the controllers
and leverage a resilient control layer [239].

ONOS (Open Network Operating System) [240] project
partially addresses this problem by providing a cluster-based
controller mechanism. Besides, there are several proposals that
utilize distinct methodologies for achieving the distributed
controller architecture and improving the performance of it
[241]–[244]. Although there is a lot of effort and work in this
area, there is still not a complete proposal that consider each
of the important aspects for enabling a fully operational and
high performance distributed control mechanism. As a result
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of this, scalability and reliability are currently two important
future directions that need to be elaborated in detail.

I. Enhancing the Forwarding Plane

As SDN is being improved, the control plane becomes more
resilient, flexible and scalable with the new implementations of
OpenFlow. On the other hand, as the network becomes com-
plex and traffic generated at the edge multiplies, the switching
capacities of the network elements become the bottleneck for
the network performance. The processing power of software-
based controllers can be improved by parallel processing or
installing the controller on a more powerful server but the
same cannot be applied for the OpenFlow-enabled switches.
The current data plane elements are in lack of enough CPU
power for the control operations since they are not originally
designed for handling a large number of OpenFlow messages
[245]

As discussed, additional fields are required for OpenFlow
in the near future to fully-support service-centric networks. In
addition to these modifications, it is important to pay sufficient
attention that all these fields consume the TCAM type memory
on the network devices. Similar to the switching capabilities,
memory capacities are also need to be improved in the near
future to support the extensions of OpenFlow and other needs
such as preventing the overload on the switch in the case of
an attack [219]. In the long term, it is expected that high
performance white box switches, such as Pica8 [246], will
appear more in the market and replace the current hybrid
switches.

VII. CONCLUSION

Edge Computing is an umbrella term covering the latest
trend of bringing the computational resources to the prox-
imity of the end devices. It is driven by the widespread
adoption of IoT, and a large spectrum of small form factor
gadgets and mobile devices. These end devices need to be
computation-wise complemented and legacy cloud computing
is not the best fit and further alternatives need to be sought.
In this work, we provide a survey on the literature of the
constituent technologies of the Edge Computing paradigm,
namely Cloudlets, Fog Computing and MEC. With this effort,
we aim to provide a clear big picture for the Edge Computing
domain and also underline the technical nuances between the
approaches available.

Although very promising and tries to fulfill a technical
gap, Edge Computing still needs to resolve various technical
challenges to become thoroughly pervasive. In our work, we
have categorized and discussed these challenges to provide a
deeper insight for the complexities involved in the practical
implementations of the Edge Computing. The remedy we
proposed for overcoming the technical barriers involved is to
employ the network programmability approach provided by
SDN. SDN, like Edge Computing, is a hot technological trend,
however, its full potential is far from being realized and it is
currently evolving. In this paper, we endeavored to take a novel
approach and technically align the capabilities of the SDN with
the shortcomings of Edge Computing. To achieve this goal

with the necessary technical depth and sophistication, we first
give an account on the motivation and technical background on
SDN and Edge Computing cooperation by giving real life use
cases. Later, we refined a set of "benefit areas" where interplay
between the aforementioned technologies can render efficient
and feasible designs for bringing low cost computational
solutions into the proximity of the modern day edge devices.

Most notable of these benefit areas are: High resolution and
effective control over the resulting Edge Computing facility,
flexibility, enabling innovation, ease of implementation for
service-centric approach, adaptability, interoperability with the
OpenFlow protocol itself and portfolio of commercial SDN
products, lower cost solutions, VM mobility at the edge
and multiplicity of scope. We surveyed the current literature
and presented the few examples that currently exist on the
cooperation of SDN and Edge Computing.

As another and final important contribution of this paper, we
laid down the directions for SDN standardization so that it can
further be improved in its interaction with Edge Computing.
We presented a detailed account of the possible room for
improvement of the SDN functionality in all axes with the
Edge Computing cooperation. We believe that SDN has the
true potential of significantly improving many computational
and networking scenarios of the future and it is of utmost
importance to align SDN evolvement with actual service
requirements.
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