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ARTICLE INFO ABSTRACT
Keywords: Software-defined network (SDN) and network function virtualization (NFV) have entirely changed the way
SDN internetwork backhaul should be utilized and behaved for virtualized service provisioning. Several benefits
NFV have been observed in multiple domains of applications that has used SDN and NFV in integrated way. Thus,
[oT SDN/NFV paradigm has been investigated to seek whether network services could be efficiently delivered,
]é(]jog;d managed, and disseminated to the end users. Internet of Things (IoT) is justifiably associated with the
Architecture SDN/NFV augmentation to make this task enriched. However, factors related to edge-cloud communication
and network services have not been effectively mitigated until now. In this paper, we present an in-
depth, qualitative, and comprehensive systematic review to find the answers of following research questions,
such as, (i) how does state-of-the-art SDN/NFV architecture look like, (ii) how to solve next generation
cellular services via architecture involvement, (iii) what type of application/test-bed need to be studied, and
(iv) security framework should be catered. We further, elaborate various key issues and challenges in the
existing architecture mitigation for SDN/NFV integration to the IoT-based edge-cloud oriented network service
provisioning. Future directions are also prescribed to support fellow researchers to improve existing virtualized
service scenario. Lessons learned after performing comparative study with other survey articles dictates that our
work presents timely contribution in terms of novel knowledge toward understanding of formulating SDN/NFV
virtualization services under the aegis of IoT-centric edge-cloud scenario.
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1. Introduction
1.1. Background

Edge-cloud interplay has become an utmost requirement now-a-
days for facilitation of low-time consuming processing of any network
related activities, thus a holistic improvement of current users’ experi-
ence level [1,2]. SDN and NFV are such technologies which can closely
work together to enhance the edge-cloud interplay scenario [3,4].
Myriad of studies and investigations have been performed to seek how
SDN/NFV combination could be efficiently utilized for betterment of
edge-cloud communication and service ecosystem [5,6].

SDN refers to the process of separation of the network control
functions apart from the available network forwarding functions. NFV

deals with the method of abstract of network functions on top of
the hardware that act as the key elements of running the network
operations. Main difference between SDN and NFV is that SDN performs
over the NFV infrastructure in the network. SDN helps to transmit
packets from one network device to other [7]. The background tasks
of SDN are controlled by a remote virtual machine placed anywhere
in the network. SDN provides facilities to run network policy functions
and routing related jobs, whereas NFV orchestrate network functions
rather than just controlling those. Programmatic behavior mitigation
and run time configuration are achieved by the SDN itself. Most of
the times, both the SDN and NFV leverage network architectures to be
more flexible and dynamic in nature. They differ in the way how the
network architectures are defined and to be supported on. Moreover,
SDN deals with the process of abstraction of the physical elements
responsible for networking. Overall decision making is served by the
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Fig. 1. Organization of the IoT-based edge-cloud orientation for SDN/NFV ecosystem architecture.

virtual machine running on the control plane. SDN invokes control
plane to take decision about the routing of packets within the network
whereas networking hardware just handles the data traffic [8]. NFV
enables visualization of the physical elements of the network so that
scalability can be achieved without using excessive network elements.

Thus, integration of SDN and NFV would aim at minimizing the op-
erational cost of the network and improve service mitigation facilities.
Moreover, an opportunity of enhancement of overall dynamic behavior
of the network might be comprehended. Efficient integration of SDN
and NFV would reduce dependency on the network physical compo-
nents that improving security prospects. In this context, integration of
edge and cloud platforms would be beneficial under the internet of
things plethora. As more number of network devices will grow more
expansion of physical layer would be perceived. We could aim to design
an architecture that would allow a portion of cloud services might
be dragged to the edge platforms where smart devices are connected.
In such scenario, packets coming from the smart devices might be
served with appropriate decision-making algorithms deployed at the
edge without forwarding them to cloud controller. This might result
in improvement of quality of service and minimize the security issues
as only a portion of packets would need to be served by the cloud
engines. We need to cater the integration of edge and cloud along with
the internet of things to harness the key qualities from both the SDN
and NFV in seamless manner.

Edge computing is a recent inclusion into the computing domain
that is envisioned to bring a set of network services closer to the user
which were earlier accessible but from far of user’s reach i.e., cloud.
Edge computing has shown promising behavior in terms of (i) mini-
mization of delay during communication between two nodes in net-
work, (ii) versatile network-wise service selection, (iii) reliable pres-
ence of network services, (iv) scalable orientation of networking infras-
tructure, and (v) security of end networking device pool. Thus, recent
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trend has shifted the mindset of enterprises to pave the cloud-based
services to the customers at the edge level so that user can get best
quality networking services [9].

A number of interventions of latest technologies have already be-
gun to get incorporated in this regard and started to benefit many
applications in different fields, such as, healthcare, agriculture, elderly
emergency service, transportation, smart city, and industry [10-21].
5G, next generation internet, tactile internet, and fog computing have
been merged with the stated aspect to leverage futuristic network
service provisioning.

IoT is such a genre of advanced technology that has proven itself to
convert the existing society into smarter one. Many works have been
carried out to seek whether IoT is good candidate for service mitigation
between edge and cloud. IoT has successfully facilitated this worry with
high level of interoperability, heterogeneity, and scalable distributed
features. SDN/NFV paradigm has also been tested against IoT to deliver
high quality network facilities to the users. Research has been con-
ducted to integrate the SDN/NFV with IoT so that edge-cloud pathway
centric services could be realized. Security, core packetization, cellular
mobile, and programming logics are already validated and specifically
justified by recent researches. Vertical silo-oriented architectures are
also studied and implemented.

In this context, an IoT-based edge-cloud orientation refers a sce-
nario where IoT-based device pool and services are paved through the
amalgamation of edge and cloud in seamless manner. Usually, IoT-
based systems are highly dependent on the cloud-based data centers
for harnessing distributed applications. IoT sensor data is permanently
stored and analyzed in the cloud servers based on which some actuation
or decision is made. However, edge computing is meant to deliver cost
effective and minimum-delay aware services to the end the users of a
network. We may thus think of connecting edge with the cloud services
in such way so that IoT-based sensor might provide the data directly to
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the edge servers which are geographically closely positioned, resulting
instantaneous service mitigation instead of traveling an uncertain, and
vulnerable path to and from the remote cloud servers. However, this
approach does not deter the IoT sensors to get served by the powerful
and resourceful services form the cloud data centers. In the situation
when the requested service to the local edge is not performed well,
the same might then go to the cloud servers for efficient performance
comprehension.

1.2. Contributions

Thus, contributions of this review can be summarized as follows:

* Depiction, in-depth study, survey, and discussions about
SDN/NFV architectures for edge-cloud assisted incorporation to
IoT

* Deliberation of architectures for next generation network vir-
tualization servicing, development of application/test-beds, and
security framework

» Discussions about key challenges and leveraging of future di-
rections for architecture-based virtual IoT-service mitigation by
using edge and cloud interaction

1.3. Organization

Rest of the paper is organized as follows. Section 2 presents
SDN/NFV centric [oT edge-cloud service provisioning architectures.
Section 3 presents network driven architectures in SDN/NFV oriented
ecosystem. Section 4 discusses object scalable and flexible architecture
inculcating SDN/NFV in IoT perspective. Section 5 presents mobile
edge cloud integration for IoT based SDN/NFV architectures. Section 6
presents next generation cellular networking architectural dimensions.
Section 7 deals with novel test bed and application architectures.
Section 8 discusses various security architectures in protection of
futuristic SDN/NFV wise IoT-based edge-cloud integration. Section 9
depicts open challenges and future directions to progress the pathway.
Section 10 presents related works and comparisons between present
work with existing literature. Section 11 concludes the review work. Ta-
ble 1 shows the key abbreviations and their full forms used throughout
the paper. Fig. 1 shows the organization the IoT-based ecosystem for
SDN/NFV architectural aspect incorporating edge and cloud interplay.

2. Related works
2.1. Literature survey and analysis

This section presents related works performed in recent past to
provide comprehensive approach and understanding for SDN/NFV or-
chestration for edge-cloud interplay, especially considering IoT as a
key enabler. We searched IEEE Xplore, Sciencedirect, Google scholar,
and Springerlink databases to best match other survey/review articles
to correlate to our study. We used following keyword and phrases
while searching the articles that includes, (i) “SDN + NFV + IoT”,
“SDN + NFV + IoT + Architecture”, (ii) “SDN + NFV + IoT + Edge +
Architecture”, (iii) “SDN + NFV + IoT + Edge computing”, (iv) “SDN
+ NFV + IoT + Edge + Cloud”, (v) “SDN + NFV + IoT + Architecture”,
and (vi) “SDN + NFV + IoT + Edge + Cloud + Architecture”.

Such systematic approach gave a total of 21 articles. Out of which,
we selected 19 papers for establishing the significance and uniqueness
of our work. The selection was based on following parameters, such
as, (i) survey/review articles, (ii) covering SDN/NFV as key topic,
(iii) possible association with IoT, (iv) edge-cloud interaction, and
(v) architecture wise deployments, classifications, contributions, and
discussions.

We present Table 2 that shows the comparisons between all such pa-
pers while taking four key aspects into considerations, that includes(i)
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Table 1
Acronyms and abbreviations.
AAA Authentication, Authorization, and Accounting
ACM Adoption, Configuration and Management
ANF Applicative Network Function
CAPI Communication cum API Integration
CDF Continuous Delivery Framework
CDPI Control-to-Data Plane Infrastructure
CDN Content Delivery Network
CI/CD Continuous Information/Delivery
D2D Device-to-Device
DPWS Device Profile for Web Services
DVS Deployed Virtual Switch
E2E End-to-End
EAP Extensible Authentication Protocol
EDC Edge Data Center
GFS Gateway Function Store
GOM Gateway Overlay Manager
GTP GPRS Tunneling Protocol
ICM Information Consumer
ICN Information Centric Network
ILP Integer Linear Program
IoT Internet of Things
IoT-VM IoT-based Virtual Machine
ISA IoT-based Service Abstraction
LLCF Local Content Caching Function
LRRF Local Request Resolution Function
LSC Local SDN Controller
MAEC Multi-Access Edge Computing
MANO Management and Network Orchestration
MAPE Monitoring, Analysis, Pacification and Execution
MME Mobility Management Entity
MRCF Multi RAN Function
MSN Mobile Social Networking
NBI North Bound Interface
NCLS Network Controlled Logic Software
NDSF Network Device Specialized Function
NEV Network Element Virtualization
NFV Network Function Virtualization
NFVI NFV Infrastructure
NFVO NFV Orchestrator
NMS Network Management System
NSF Network Security Function
NSH Network Service Header
ONOS open Network Operating System
OPEX Operation Expenses
OTA Over-the-air
0SS Operation Support System
Ovs Open Virtual Switch
PAA Privileged-Level Access Agreement
pCPE Physical CPE
PCRF Policy and Charging Rules Function
PCS Packet-level Security
PDP Policy Decision Point
PEC Placement the Edge and Cloud
RAN Radio Access Network
RSN Routing, Slicing, and Naming
SAVI Smart Applications on Virtualized Infrastructure
SBI South Bound Interface
SFC Service Function Chain
SDN Software Defined Network
SDVMN SDN-based Virtual Mobile Network
SFC Service Function Chaining
SLA Service Level Agreement
SPN Software-Programmed Networking
TINBR Topology Independent Name-based Routing
uCPE Universal Customer Premises Equipment
UNI User to Network Interface
VIM Virtual Infrastructure Manager
VIRM Virtual Infrastructure Resource Manager
VNFM Virtual Network Function Manager

techniques/ technology/ topics Surveyed, (ii) IoT compatibility, (iii)
architecture survey, and (iv) major contributions.

Nguyen et al. [22] surveyed mobile network-based architectures
suitable for SDN centric 4G-LTE mobile backhaul networks. This study
was not compatible to IoT directly due to its main biasness for SD-
VMN architecture designed for efficient utilization of SDN/NFV in this
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Table 2

Comparison between related survey literatures.
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Paper Techniques/Technology/Topic IoT Architecture Major contributions
surveyed compatibility
Nguyen et al. SDN, LTE, SDVMN, NFV, Not Mobile Networks Architecture SDVMN architecture study, hierarchical taxonomy for SDN/NFV,
[22] RAN, Mobile Backhaul Mentioned SDN/NFV protocols, Use cases of SDVMN study, Benefits of SDVMN to
Network, RRS mobile cellular networks
Farris et al. SDN, NFV, IoT Yes SDN/NFV for IoT Security SDN security threats for 10T, NFV security threats for IoT, Open
[23] Architecture research areas
Yan et al. SDN, DDoS Not DDoS SDN Attack Architecture ~ SDN and Cloud computing related DDoS attack classification, Open
[24] Mentioned challenges and broader prospects
Trois et al. SDN, SDN Programming Not SDN Programming Logic SDN programming languages study, Comparison, Discussion, and Open
[25] languages Mentioned issues
Hantouti SDN, SFC, NFV, SFC traffic Not SFC Architecture SDN based SFC comprehensive study, Qualitative evaluation, Open
et al. [26] steering Mentioned challenges, and Future direction
Salman et al. SDN, NFV, IoT, Mobile Partially SDN-IoT Fog computing SDN standards, platforms, security, privacy study, IoT-big data, Open
[27] Networks Architecture issues and future direction
Bizanis et al. SDN, NFV, IoT, 5G, WSN Partially Generic SDN framework SDN IoT for cellular network, WSN and 5G study, Framework study
[28]
Alam et al. SDN, NFV, IoT Partially SDN architecture SDN ecosystem for IoT study, NFV for IoT study, and Future direction
[29]
Binfim et al. SDN, NFV Not SDN/NFV architecture SDN/NFV integration study, Mobile and wireless network support for
[30] Mentioned multi-tenancy, Future direction
Cox et al. SDN, NFV, SDWN, 5G, RAN, Not Generic SDN study with NV SDN tools and comparative study, Emerging technology discussion,
[31] ICN, SDX Mentioned integration Future direction
Zhao et al. SDN, NFV, Edge computing, Not SDN/RAN Edge architecture SDN/RAN for Edge computing study, Applications discussions
[32] C-RAN, IoT Mentioned
Nguyen et al. ~ SDN, NFV, Evolved packet Not SDN EPC architecture SDN/NFV architecture for EPC, Technology adoption strategy,
[33] core (EPC), MPC Mentioned Taxonomy, Future direction
Saif et al. SDN, NFV, 5G, Mobile Not SDN Solution architecture SDN solution classifications study, 5G, Mobile backhaul study
[34] backhaul Mentioned
Wang et al. SDN, NFV, MEC, CDN, D2D Not SDN MEC architecture SDN MEC offloading, Use cases, Key enablers study, Open issues,
[35] Mentioned Direction
Gil et al. SDN, NFV, NGN, Mobile Not SDN NGN architecture SDN-NGN technology study, Analysis, Future direction
[36] networks Mentioned
Mijumbi NFV, Cloud, Future internet, Not NFV generic architecture NFV project, data models, security threats, energy efficiency, Research
et al. [37] VNF Mentioned challenges
Lépez et al. NFV, SDN Not NFV SDN generic architecture NFV projects, Discussions
[38] Mentioned
Aguessy SDN, NFV, Cyber attacks Not SDN attack architecture SDN attack types, discussion, analysis
et al. [39] Mentioned
Pandeeswari SDN, Fog computing, IoT Partially SDN fog-IoT computing Generic SDN fog discussion
et al. [40] architecture
Proposed SDN, NFV, Cloud computing, Full IoT Discussion of all types of Complete discussion about architectures, analysis, challenges and future
Work Edge computing, Fog SDN/NFV architectures direction, comprehensive survey

computing,

domain of research. Farris et al. [23] targeted IoT as beneficiary of
their study where security related issues and architectures were only
elaborated and analyzed. This study also provided important security
threats in SDN-based IoT scenarios. No other types of avenues were
depicted in this work. DDoS attack is a severe element in current
networking domain.

Thus, Yan et al. [24] surveyed DDoS attack mitigation architectures
while taking SDN as key entity in their study. All the architectures were
based on DDoS and SDN centric. Trois et al. [25] surveyed various
languages and related platforms which may play important role for SDN
programming in purely virtual manner.

On the other hand, Aguessy et al. [39] just discussed few SDN attack
mitigation architecture. No detailed comprehension was provisioned
in this work. Hantouti et al. [26] paved a detailed study on SFC
programming features under the aegis of SDN architecture. They also
provided comparative and open research challenges in this regard.

Samlan et al. [27] aimed their study toward fog enablement with
SDN-based architectures. Their study included SDN-centric open stan-
dards for creating fog-based services and IoT-based big data dissemina-
tion. However, Bizanis et al. [27] and Lopez et al. [38] surveyed generic

SDN architectures to relate IoT-based cellular network and WSN-5G
integration in their study.

Similarly, Alam et al. [29] provided investigation of SDN/NFV inte-
gration for IoT centric architectures. This study was concisely designed
to show how SDN/NFV could be benefit IoT by incorporating new types
of architectures.

Binfim et al. [30] paved support for SDN/NFV ecosystem for IoT-
based mobile and wireless network facility provisioning. Generic SDN-
based comparative was formulated by Cox et al. [31]. Their work
involved RAN, ICN, SDX and SDWN into the scope while discussing
about architectural prospects. Ran and SDN were seamlessly integrated
in various studies in recent past.

The same was showed in the article by Zhao et al. [32]. This work
concentrated the utilization of SDN for edge-centric approaches while
involving RAN and its variants for actual application in telcos-based
service scenario. Nguyen et al. [33] focused the EPC-based architec-
tures related to SDN networking aspects. Related technology adoption
features were discussed in this work.

SDN solution architecture were mitigated by Saif et al. [34]. They
classified 5G and mobile backhaul in terms of SDN. Edge computing
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is may play important role in SDN/NFV framework realization. Thus,
Wang et al. [35] surveyed MEC architecture for efficient offloading
in the underlying network scenario. Next generation networking was
subsequently investigated with SDN to analyze and provide future
directions by Gil et al. [36].

Security and threats on SDN/NFV enabled network systems were
surveyed by Mijumbi et al. [37] where energy efficient future genera-
tion internetworking service provisioning was discussed. Pandeeswari
et al. [40] provided SDN and fog assisted IoT centric architectural views
to facilitate the progress of existing fog-enabled IoT systems. Table 9
presents the comparative analysis between the reviewed studies.

3. Existing challenges
3.1. Interoperability

SDN/NFV aspect inherits interoperability features that varies I form
of network functions, virtualization concepts, and platform dependent
behavior. Inclusion of IoT has made this list of interoperable features
longer. Due to amalgamation of heterogeneous technologies ranging
from edge, fog, cloud, cloudlets, and MEC the task has become more
difficult than ever [27]. Under the periphery of edge-cloud interplay,
existing SDN/NFV formulation for IoT is not stringent enough to serve
all types of facilities in efficient manner. Such type of interoperability
should be tackled with immense importance by combining of hybrid
horizontal-vertical segments of novel layered architecture.

3.2. Compatibility

Being heterogeneous, SDN/NFV conjunction to IoT has emerged
as a challenging task. Due to the incompatible service provisioning
into the existing layered centric architectural approaches, issues behind
compatibility sometimes get missed out. That results into a chaotic
situation for the heterogeneous networking services to get associated to
the IoT-based aspect. Edge and cloud intercommunication are another
hindering object that repels back the compatibility measures a step
behind. It is hereby comprehended that compatibility within the layers
of architecture and software tools should be precisely designed to
advocate the optimum compatibility in the said ecosystem.

3.3. Reliability

Edge-cloud incorporation into the IoT-based envisaged aspect re-
quire to be highly reliable. Huge number of virtual services are reg-
ularly provisioned in the SDN/NFV augmented environment where
IoT-based devices play very crucial role. Due to the resource con-
strained behavior of the IoT devices, it is hard to get reliable services
all the time. Thus, futuristic networking system should involve more
reliable algorithmic and architectural input so that software-defined
facilities could be largely benefited.

3.4. Security

Security of any network system is a great challenge. It is true for the
earlier discussed scenarios too. In recent past lots of vulnerable attacks
and worm/malicious involvement and intrusions have been imposed
over the IoT network. Thus, futuristic SDN/NFV enabled IoT must be
architected in more robust manner so that security breaches could
be minimized. In this regard, decentralized computing and advanced
hybrid cryptographic techniques should be paved.

3.5. Gateway modeling

IoT gateways play very important role in propagating and translat-
ing the messages. Involvement of SDN/NFV perspective has brought
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new challenge to make the IoT gateways more intelligent and sophisti-
cated but low cost and low power consumable so that a portion of the
virtualization tasks could be directly facilitated from the IoT gateway
itself. Thus, novel architectural design should be developed and tested
against gold standard IoT-based high end protocols and computing
systems so as to leverage quality communication services to its users.

3.6. Communication gap

Existing speed of communication signals is well enough to pur-
sue regular activities, such as web service provisioning, cloud data
access, security assignment etc. But, in coming days, the scenario is
going to be different where low latency communication shall be highly
desired [28]. Thus, 5G, 6G, and other hybrid communication technolo-
gies must be integrated with the IoT-based network backbone so that
communication delay could be minimized. Further, SDN/NFV centric
edge-cloud communication layers must be re-architected to lower the
communication gap between the SBI and NBI elements.

3.7. Vulnerable IoT devices

IoT devices are normally resource constrained and lacks several
capabilities, such as, computational power, memory, and high-end
servicing. These limitations of the IoT devices make them a soft target
to be called as vulnerable systems. More attention should be given
to improve existing vulnerable situation of IoT devices by involving
advanced mixed-signal processing modules, high-end 64-bit system on
chip, solid state hard disks, and graphics processors [29]. Such incor-
porations would surely make those systems rigid in manner that would
stay in the vulnerable state of work. Minimization of vulnerability in
IoT devices will be of great importance in next years.

3.8. SDN/NFV edge platform

Existing SDN/NFV platforms are situation dependent, i.e. they are
not independent on all types of architectural scenarios and neither plat-
form agnostic. It makes problem when such facilities need to be aligned
with the edge-cloud paradigm. Due to the huge communication gap and
underlying differences between the deployed technologies, SDN/NFV
conglomeration must be designed in more sophisticated manner. It is
surely a difficult job to make such association technically advanced and
paradigm agnostic. However, changes in architecture design layers may
improve this condition in future.

3.9. Combined SDN-virtualization

Virtualization of networking services have been started since last
decade. It has gained rapid speed in recent years. Though, many
researches as discussed in earlier section have tried best to integrated
SDN and NFV in seamless manner, on average the process was seen to
be in preliminary or moderate level. There is still options available to
make this integration more sophisticated and expand its actual strength
for betterment of IoT-based services. Combination of SDN-NFV in edge-
cloud ecosystem brings astonishing challenges which is not solved
shall create system breakdown and inappropriate service mitigation in
coming times.

4. Service provisioning architectures
4.1. Sensor service provisioning architectures

Due to specific behaviors e.g., application and manufacture, sensors
are mainly used in very rigid form in IoT-based ecosystem with nominal
programmable and reusable configuration capabilities. Thus, effective
sensor service provisioning requires dynamic programmability which
only be harnessed by conglomerating SDN and NFV. In [1], a novel
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Table 3

Comparative analysis of service provisioning architecture.
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Paper  Objective

Novel contributions

Advantages/Limitations

Software defined IoT architecture
development

[1]

SD-IoT provisioning, SD-IoT architecture deployment and
validation, designs, streamlines SD-IoT controller, SD-VSensor,
and S-MANAGE protocol

High interoperability, efficiency, programmability, energy
efficiency, multiple application utilization using underlying
multiple sensors, lack of detailed specifications of modules used
in SD-IoT architecture

[2]

Solves service function chaining
using integer linear program

System model for SFC provisioning, objective function
realization, tests on mesh network topology, proposed
fog-to-cloud outperforms only cloud and ASP techniques

Minimizes end-to-end delay, realizes high band width between
user device and cloud, effects number of instances in the
fog-cloud scenario, physical implementation is not performed

architecture was presented and validated against the combination of
three key components, such as, (i) software-defined IoT controller (SD-
IoT), (ii) SD-VSensors, and (iii) S-MANAGE protocol. The architecture
involved SDN and NFV while serving dynamic programmability of
deployed virtual sensors place with help of SD-VSensors. Such archi-
tecture benefited the sensor service alignment in four ways, such as,
(i) higher interoperability, (ii) programmability, (iii) energy efficiency,
and (iv) efficiency in sensor data collection. The SD-IoT architecture
paved three planes of abstractions that included (i) application plane,
(ii) control plane, and (iii) data plane. Application plane served accom-
modation of IoT-based applications, whereas other two supported with
processing capabilities in demand-response format and virtual sensor
operation, respectively. The SD-IoT controller incorporated S-MANAGE
protocol to communicate north bound interface (NBI) and south bound
interface (SBI) with help of SD-VSensor, underlying sensors and re-
source management, configuration and sensor management attributes.
S-MANAGAE was utilized by the SD-IoT controller to receive sensors
centric services from SD-VSensor to configure the connection between
IoT-based applications and SD-VSensor function and behavior. More-
over, two types of messages were facilitated in this scenario (i) message
between SD-IoT and SD-VSensor and (ii) between SD-VSensor to SD-
IoT. Four Raspberry Pi were used to implement the architecture that
performed five different case studies (e.g., 1R-1SS-1SD-Vsensor, 1R-
MSS-1SD-Vsensors, MR-1SS-1SD-Vsensor, MR-MSS-1SD-VSensor, and
1R-1SS-MSD-VSensor) to analyze the performance of the architecture
where R, SS and M denotes request, sensor service, and multiple
respectively. The study advocated proper utilization of sensor service
provisioning under edge-cloud interplay where all sensors were placed
at the edge devices and SD-IoT controller incorporated cloud-based
services to mitigate IoT-based application scenario. Fig. 2 presents the
SD-IoT architecture.

4.2. Service function chain mapping framework

In last few years, IoT has emerged as ever-growing technology
that is being applied in service function chain (SFC) mapping. In this
task, IoT establishes communications between the edge to the cloud in
seamless manner. However, such task requires compromise in terms of
higher latency and higher bandwidth consumption. Thus, minimizing
the actual aspect of getting efficient service function mapping in exist-
ing IoT domain. Recently a study a revealed the possibility of smarter
SFC mapping by combining computational power, storage facilities, and
a set of applications under edge-cloud scenario. In such technique [2].
A complex set of specific VNFs can be chained together to provide
VNF traffic routing and placement under one networking plethora. The
work deployed an integer linear program (ILP) model to minimize
edge to cloud communication latency by using SDN and NFV together
to improve the number of real-time instances by incorporating IoT-
based devices. This study utilized service level agreement (SLA) along
with the proposed ILP model to showcase its effectiveness to lower the
overall latency in the deployed ILP architecture. The ILP model showed
that overall latency could be minimized by increasing the number of
SLA instances. Table 3 presents the comparative analysis of surveyed
articles in terms of service provisioning architecture.

Application
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Fig. 2. SD-IoT architecture and its components.

5. Network driven architecture
5.1. Content driven network framework

IoT provides a number of facilities starting from low end device
level to high end cloud services. However, continuous integration and
continuous delivery (CI/CD) framework is still in nascent stage of
development. [3] developed a continuous delivery framework (CDF)
between IoT-enabled edge devices and cloud by using SmartX-mini
platform. The studies also performed data visibility operation under the
aegis of development and operations (DevOps) aspect.

SmartX-mini is based on SDN, NFV, and edge-cloud integration
plethora where IoT-based application can be efficiently developed. The
proposed CDF started working after successful commit of software
developer from the edge of the network. A Jenkins server was deployed
to detect the real-time changes in the git repository (repo). The server
later pulled the changed codes from the repo and loaded the correct
codes on docker-based platforms. At the same time, Jenkins server
instantiated one Jenkins slave that helped to build the docker image
codes when necessary. The docker images were then transferred to
cloud if they were found to be verified by the Jenkins server. Thus,
a container-based CDF was formulated where services and communi-
cations between the edge of the network were paved with help of
underlying docker, Jenkins and SDN/NFV integrated middleware. In
this work, code quality verification was made by deploying JSLint,
PEP8, and Pylint tools where PEP8 overperformed than other alter-
natives. 40 Raspberry Pi 2 were implemented with 13 Intel NUCs
i.e. mini computers. Raspberry Pis acted as re edge side data collectors
while NUCs hosted the IoT-based gateway service facilitation. Thus, a
CDF architecture was proposed and proven to be effective in real-life
scenario [4].
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Table 4

Comparative analysis of network driven architecture.
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Paper Objective Novel contributions Advantages/Limitations
[3] Development of continuous integration Developed a CDF by using SmartX-mini platform DevOps Formulation carried away, not intuitive in design
and continuous delivery (CI/CD)
framework
[4] CDN development using Jenkins server JSLint, PEP8, and Pylint tools where PEP8 overperformed Tested against IoT gateway scenario, does not show
than other alternatives. 40 Raspberry Pi 2 were promise towards network mitigation
implemented with 13 Intel NUCs i.e. mini computers.
Raspberry Pis
[5] Development of end-to-end network SPN orientation with virtual network object, NFV-MANO, RESTful interface design, unchecked LLDP usage
service orchestrator (E2EO) uCPE and NSH header inclusion
[6] Prediction and maintenance of IoT PNF layering by using TL1, OFCONFIG, OpenFlow, VNFM, VNM and EMS module deployment
network connectivity ForCES, NETCONF, and OVSDB
[7] Slicing IoT concept proposed E2E network slicing, distributed modeling of slicing rACM, CAPI and RSLA modules integration, user
capabilities, resource composition, and reconfiguration of requirement mitigation
slicing resources
[8] Intent management system development OpenFlow model formulation, OVNFM, NFVO, Nf-Vi Open network operating system was tested, QoS validation,
modules developed effectiveness analysis not mentioned
[9] User-to-network interface provisioning TINBR, INC and PCS modules developed L1/L2/L3 cache = CAPEX, OPEX minimization, ICN based SaaS validated,
facilitation efficiency measure not tested
[41] Data slicing ICN development Three-layered architecture proposed, data slicing is Architecture tested against Kubernetes cluster and

materialized within the SDN/NFV enabled ICN aspect

OpenHAB IoT platform nodes, InfluxDB and OneM2M

modules were validated

5.2. End-to-End network service architecture

Edge-cloud interplay depends on the aspects of the end-to-end
network service facilitation. SDN/NFV can certainly improve such pro-
vision in better way. Thus, [5] deployed the end-to-end network service
orchestrator (E2EO) architecture that followed the underlying software-
programmed networking (SPN) orientation where virtual network ob-
ject (VNO) abstraction was incorporated with help of Amazon web
service (AWS) and Fujistu K5. The E2EO architecture used the TOSCA
template and NFV-based management and network orchestration (NFV-
MANO). This architecture implemented a universal customer premises
equipment (uCPE)-based functions with inclusion of representational
state transfer (REST)-ful application programming interface (API). Elas-
tic search database from EWS facility was involved for communication
between the user-site controller and E2EO work flow manager. Network
service header (NSH)-enabled virtual switches were used in conjunction
to link layer discovery protocol (LLDP) to pave the end-to-end network
service orchestration. Fig. 3 presents the E2EO architecture and demo
setup.

Users, locating at edge often face lack of response time and service
availability when interacted with cloud-based scenario. Thus, overall
quality of user experience (QoUE) seemed to be lacking in most of
the cases. [6] proposed an SDN/NFV based architecture to deal with
prediction and maintenance of connectivity of underlying IoT-based
network ecosystem. The study proposed a four-layered architecture that
consisted of (i) infrastructure layer, (ii) controller layer, (iii) application
service layer, and (iv) end-to-end orchestration layer. Infrastructure
layer consisted of different types of physical resources i.e. physical
network functions (PNF), nodes, links, edge computing devices, and
cloud data centers. This layer supported other three layers via tools
like TL1, OFCONFIG, OpenFlow, ForCES, NETCONF, and OVSDB. Thus,
a complete structure of SBI was developed. This SBI communicated
with the controller layer where access, core, cloud and edge controllers
played important role. Controller layer invoked NBI via the applica-
tion service layers that employed VNF manager (VNFM) and virtual
infrastructure manager (VIM) to cater element management system
(EMS) for effective end-to-end interfacing. A virtual end-to-end (E2E)
topology was formulated top of the architecture helped the user to
access the system in more reliable, privacy-aware, and scalable fashion.
The propose architecture improved the deployment aspect of any SDN/-
NFV scenario under IoT-based ecosystem while decreasing the overall
system complexity level.
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Fig. 3. E2EO Architecture and demo setup.

Slicing is another requirement that an SDN/NFV system must sup-
port. Due to overwhelming growth of IoT-based users, service require-
ments are gradually getting dynamic in type. Challenges are faced to
meet such slicing requests in IoT-based models. Thus, a slicing IoT, net-
work functions, and clouds i.e. (SINC) was conceptually proposed [7].
In this architecture, following benefits were achieved that includes
(i) E2E network slicing, (ii) distributed modeling of slicing capabili-
ties, and (iii) resource composition, and (iv) reconfiguration of slicing
resources. SINC architecture used a three-layer approach where IoT
networks, SDN/NFV and cloud-based APIs were kept in lowest layer.
Middle layer deployed SINC-based resource adaptation, configuration,
and management (rACM) module. Finally, the top most layer was made
of various applications e.g., emergency, on-demand sensing, quality
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Fig. 4. Intent-based management architecture.

measurement, functional performance monitoring, and geo-sports mon-
itoring. The rACM module provided the actual E2E slicing facilities
to the lower layer via SINC-based routing, slicing, and naming (RSN)
layer, and communication cum API integration (CAPI) layer. The main
role of rACM was to provide network routing, naming, API integration
with the on-demand applications so that API of loT-network, SDN/NFV
and cloud could be mitigated. SINC was further advanced by inclusion
of runtime slice adaption (RSLA) policy that resolved two key issues
such as, monitoring of changes (i) user requirements and (ii) underlying
architecture.

5.3. Intent-based management architecture

E2E service provisioning becomes difficult when unified manage-
ment functions and orchestrations functions lack in quality. Thus,
intent-based management could be seen as a possible solution to such
issues which could be normalized by abstraction of data and control
planes. An OpenFlow model was recently tested in [8] that used
SDN/NFV centric intent-based management architecture to leverage
seamless sensor data collection, processing and publishing to the IoT-
based cloud platforms. This work utilized two key components such
as, (i) overarching VNFM (OVNFM) and (ii) NFV orchestrator (NFVO)
to formulate the VIM under edge-cloud scenario. The proposed ar-
chitecture presented three layers of abstractions, that included (i)
technology-specific SBI, (ii) network/cloud controller-based NBI (Nf-
Vi), and (iii) VIM centric intent-based NBI (VNFM, Or-Vi) to realize
the IoT-specific aspects. The SBI layer was comprised of IoT-based
gateways (GWs) and IoT coordinator nodes (CorNode) that helped to
sense and receive data flow ground level of hardware and sensors. The
approach behind such layered implication was to involve VNF in multi-
layered format so that Nf-Vi layer could be benefited with incorporation
of distributed database and IoT-based SDN/cloud controller facilities.
Finally, the NFVO approach was realized by intervention of IoT-based
VIM and SDN/cloud-based VIM integrations. The work evaluated IoT
and OpenFlow domain performances over the open network operating
system (ONOS) to assess the quality of service (QoS) of the deployed
architecture. Fig. 4 presents the proposed intent-based management
architecture. In this architecture, the IoT-SDN controller is different
than SDN/Cloud controller in terms of (i) use of IoT-based protocols,
(ii) connectivity with the IoT-based DBMS, (iii) IoT-based VM service
profiles, and (iv) direct controlling of IoT-based gateway coordinations.

5.4. Information centric network architecture

Information centric network (ICN) refers to the process of de-
coupling of applications from the transport layer by separating content,
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services, and application and later binding those with the resolution
layer of ICN framework. Such, de-coupling of ICN benefits various
dynamic attributes of networks such as, (i) resolving named objects
(e.g., content, service and IoT-based devices), (ii) migration, and (iii)
mobility of content-specific services. Reduction of capital expenses
(CAPEX) and operation expenses (OPEX) may be furnished by indulging
following factors of ICN into the existing IoT-based network infrastruc-
ture, such as, (i) topology independent name-based routing (TINBR),
(ii) packet level security (PCS), (iii) in network caching (INC), (iv)
mobility support, and (v) multicast/anycast support.

A recent study showed how to develop a user-to-network (UNI) in-
terface for peer-to-peer (P2P) communication between the stakeholders
of an envisaged online conferencing application [9]. The architecture
incorporated an edge-cloud intercommunication scenario by including
ICN-based UNI-API and ICN-based service API. All deployed ICN service
platforms were interconnected by using high speed L1/L2/L3 cache
interfacing which were dynamically controlled by the ICN cloud or-
chestrator. The ICN service platform used ICN service router to pave
various networking facilities within the ICN service gateway and ICN
service profile managers. Further, ICN protocol was leveraged with help
of software as a service (SaaS) aspect of cloud. SDN/NFV services were
integrated throughout the architecture. Thus, a content centric network
design was formulated under the edge-cloud interplay for an IoT-based
application.

Efficient ICNs may upgrade existing IoT-enabled systems with more
information-oriented servicing. But, regular and continuous data up-
date within an IoT-based application become very difficult to manage,
especially when edge-cloud interplay is there. Thus, an effective data
slicing mechanism could enrich the said issue in better way. [41]
proposed a data slicing centric ICN architecture to formulate service
abstraction, generalization, and containment.

A three-layered architecture showed how data slicing could be
materialized within the SDN/NFV enabled ICN aspect. Lowest layer
was developed for monitoring of data sources, middle layer served the
distributed data collectors, and top most layer supported the centralized
data collectors. Data coming from lowest layer was first sliced and
then transmitted to the distributed data repositories that managed
the message queues, data adaptor, and data processor units. Drivers
of various data handlers acted like resource agents and assisted in
storing of logs and configuration for analysis at the centralized data
repositories. The architecture was tested against the Kubernetes cluster
and OpenHAB IoT platform nodes.

InfluxDB and OneM2M platforms were deployed to emulate the
timely mitigation of sensor data. Thus, an efficient IoT-based ICN
centric slicing service was paved. Fig. 5 presents the ICN monitoring
architecture. Table 4 presents the comparative analysis of surveyed
articles in terms of network driven architecture.

6. Object scalable and flexible architectures
6.1. Object placement and virtualization architecture

Object placement plays a crucial role in SDN/NFV service miti-
gation. Inappropriate positioning of an object in such scenario may
impose limitations like increase of overall deployment cost and max-
imizing E2E delay under a specified SLA. Thus, revision of existing
approach needs to be advocated. [42] deployed a mobile edge comput-
ing (MEC) assisted cloud computing supported VNF placement problem
solving architecture.

The architecture targeted to facilitate network services such as,
firewall control, IoT traffic prioritization and network address trans-
lation (NAT) in the given scenario. Service provider (SP) and service
chain (SC) assisted hybrid architecture provided IoT-based objects’
accurate placement in the VNF-based placement at the edge and cloud
(VNF-PEC) ecosystem that formulated instance consolidation (IC) of
IoT-objects within the non-uniform memory access (NUMA) by deploy-
ing a mixed integer programming (MIP) technique. A Tabu search (TS)
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Fig. 5. ICN monitoring architecture.

method was implemented into the proposed architecture to solve the
object localization in the edge-cloud interplay.

On the other hand, object virtualization is another important factor
that has also recently gained huge importance. Due to huge number
of objects connected with the IoT, object virtualization has become
an immense area of research where edge-cloud communication delay
could be reduced. Thus, an architecture was proposed and validated
to prove the significance of IoT-object virtualization with help of
SDN/NFV facilities [43]. The architecture had two layers i.e. (i) local
and (ii) cloud layer. In local layer, user centric facilities were provided
such as, sensors, OMA LwM2M proxy i.e. Lehsan protocol support,
smart device as a service (SDaaS) and cache storage. Cloud layer acted
as back end of the architecture while comprising of device manager and
data storage services.

A number of applications were tested against a simulated envi-
ronment under the aegis of the propose architecture that included
SDaaS based APIs as well as LwM2M/constrained application proto-
col (CoAP) within the IoT-based virtual machine (IoT-VM) infrastruc-
ture. A libVirt Mngmt interface was deployed that helped the Lehsan
proxy to successfully communicate between the LwM2M/CoAP and
LwM2M/HTTP interfacing layers. Fig. 7 presents the Lehsan protocol
enabled architecture.

6.2. Scalable and flexible architecture

Scalability is a key element for SDN/NFV centric loT-based applica-
tions. Due to the huge growth of IoT ecosystem, gradual scalability and
flexibility of underlying ecosystem are becoming crucial factors for suc-
cess of edge-cloud delay diminishing movement. Machine learning (ML)
has been recently integrated with an architecture to make SDN/NFV
allied IoT applications more scalable and flexible in nature [44]. The
aim of the architecture was to incorporate data analytics facility into
the existing IoT-based scenario by using programmability, virtualiza-
tion, and overall management of the ecosystem. Fig. 6 presents the
collaborative edge-cloud platform.

The proposed architecture was developed in three layered structure
where lowest layer dealt with edge network, middle layer served the
core and aggregation network, and top layer mitigated the backend
cloud services. Edge network layer comprised of following elements
such as, (i) [oT gateway, (ii) IoT device, (iii) VM edge computing (EC)
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models, (iv) remote radio head (RRH), and (v) base band unit (BBU).
Edge network was commutating with the core network through the
backhaul internetwork connectivity.

Several VM switches and routers managed the whole SDN-centric
activities in this layer. Cloud computing (CC) clusters came to play
on the top layer where VM (CC nodes), VM (MANO controller), and
VM (SDN controller) served the whole backend facilities. ML was used
in learning the managerial behavior of the architecture, thus making
architecture a super flexible and scalable one.

6.3. Crowdsourcing architecture

Resource sharing in the EC paradigm need to be handled with
utmost care, otherwise, OPEX could be higher than the expected,
resulting a negative impact on the underlying system. It is seen that
single CPE has very restricted capacity, especially if it is a physical
CPE (pCPE). So, sharing information of a greater number of pCPE
could perform complex tasks in the customer edge (CE) perspective. For
example, IoT-gateways at home are underutilized during day time as
the habitants are out for the work, on the contrary office IoT-gateways
become idle after the working hours. In such cases, if information
sharing of pCPE i.e. [oT-gateways could behave possible then resource
utilization of such devices would have been greater. Thus, a novel
architecture was proposed to mitigate this issue of crowdsourcing of
PCPEs in the CE space while leveraging SP-centric approaches in the
SDN/VNF application domain [10]. The architecture was composed of
three layers, such as, (i) NFV infrastructure (NFVI) and VIM layer, (ii)
VNFM layer, and (iii) NFVO layer, from bottom to top, respectively.
The NFVI utilized a resource manager to manage the activities of the
underlying VM scheduler (VMS) to perform assigned tasks along with
the pCPE modules as well as the cloud host service in consultation
with the deployed VIM. The instances of pCPEs communicated their
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Table 5
Comparative analysis of object scalable and flexible architectures.
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Paper Objective Novel contributions Advantages/Limitations

[42] Object placement, object virtualization MEC assisted cloud computing supported VNF placement NUMA, MIP techniques tested, Tabu search method
architecture modeled problem solving architecture proposed, VNF-PEC, NAT, SP, validated

SC modules integrated

[43] IoT virtualization by SDN/NFV aspect Two layer local-cloud integration in IoT centric ecosystem IoT-VM, OMA LwM2M protocol supports were provisioned,
proposed was modeled SDaaS, CoAP schemes were tested

[44] Scalable and flexible IoT centric RRH, BBU modules implemented, machine learning used VM-MANO, VM-CC, VM-SDN modules tested
architecture was catered for managerial behavior augmentation

[10] Crowdsourced pCPE architecture NFVI, VNFM, VIM, NFVO layered implemented, pCPE Parametric information such as, vCPU, memory usage,
proposed instances deployed network bandwidth consumption and placement were tested

[11] Industrial IoT architecture proposed DPWS, TLS, SSL based IIoT architecture deployed Modules were tested against SCADA and NSPs

[12] Self-adaptive management service ANFO, MAPE, QoS service mitigation implemented EDC and OM2M testing were performed

provisioning deployment

NFV Orchestrator (NFVO)

VNF Manager (VNFM)

NFV Infrastructure (NFVI)

C
C

/

N

‘ VNF-B&B Resource Manager o

=
\ VM Scheduler || |28
g
pCPE-A || pCPE-B || Cloud |—E g
Host 3c

3

[VNF-B3] | | [VNF-B2] || [VNF-B4] S
\_/

Fig. 8. ETSI NFV crowdsourcing architecture.

Broker

Discovery

Publish loT
Devices
Eventing .
5 cventing
8 | @
9/ | O
3/ S
[ /§ @ Invoke
| S

User/

—MQTT (JSON)
Actuators

CoAP (JSON)

Fig. 9. Hy-LP architecture.

resource specific information with each other by using real-time IoT-
based infrastructure. The same is systematically uploaded with the
cloud counterpart for remote access by the CEs. Such crowdsourcing
architecture paved the instantaneous availability of pCPEs and their
parametric information such as, virtual CPU (vCPU), memory usage,
network bandwidth consumption and placement, with other nodes.
Fig. 8 presents the crowdsourcing architecture.

6.4. Industrial IoT centric architecture

Circular economy is recent trend that can harness value creation
and innovation domains in the industrial IoT (IIoT). Circular economy
is a requirement of IIoT that can efficiently utilize the emerging looping
assets, natural capital regeneration, and asset utilization for betterment
of feedback-rich IIoT centric mindset. Thus, an architecture was formu-
lated and validated against the hybrid protocol of circular economy for
the IIoT perspective to mitigate the earlier said issues. The architecture

involved transport layer security (TLS) and secure sockets layer (SSL)
protocols to enable the design for IloT-based sustainable economy
development. The architecture was tested against the devices profile for
web services (DPWS)-based architecture to validate its effectiveness.
The architecture used MQTT and CoAP protocols to discover and
publish/subscribe the events happened between the IoT-users and
cloud centers via the SDN/NFV formulation. The architecture was also
simulated for wind park monitoring application that used supervisory
control and data acquisition (SCADA) along with the SDN controller
of the deployed architecture. Network service providers (NSPs) centric
routers were incorporated to create an internetwork facility for provid-
ing the SDN controller communication between different DPWS users of
wind parks. The proposed hybrid protocol i.e. Hy-LP architecture paved
a reliable model for achieving the IIoT-based circular economic boom
into the future market [11]. Fig. 9 presents the Hy-LP architecture.

6.5. QoS provisioning architecture

IoT system management is still in nascent stage of development.
Most of the times, it is static and consumes more time to facilitate the
required service and costly. Thus, such immature system management
is poorly suited for the emerging dynamic behavior of the IoT-based
applications.

A recent study has proposed and validated an architecture to dy-
namically provision self-adaptive management services via the QoS
metrics for the IoT-based systems under the aegis of edge-cloud inter-
play [12]. The high-level architecture of the proposed work incorpo-
rated IoT applications, local area network (LAN), personal area network
(PAN), sensors, actuators, edge node, cloud node, applicative network
function (ANF), ANF-orchestrator (ANFO), SDN controller, and IoT-
gateways, SDN network, and Monitoring, Analysis, Pacification and
Execution (MAPE) loop.

The architecture was deployed for wild life monitoring application
where OM2M platforms were involved to harness the QoS provisioning
of the Raspberry Pi enabled sensor modules via the edge data center
(EDC). This type of architecture brought agility to the existing IoT-
ecosystem where economic and commercial tradeoffs were mitigated
by advanced virtualized QoS services. Table 5 presents the comparative
analysis of surveyed articles in terms of object scalability and flexibility
architecture. Fig. 10 presents the QoS provisioning architecture.

7. Mobile edge cloud architectures
7.1. Mobile edge cloud architecture

Futuristic IoT applications shall require similar characteristic and
unified traffic patterns. Device to server (DS) service may be included

into the [oT ecosystem for efficient mobile edge assisted provisioning on
data planes, distributed control, and light-weight service abstractions.
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SIMECA architecture was validated to check the effectiveness of
the P2P communication wise cost and delay under the SDN/NFV sce-
nario. SIMECA used LTE/EPC layering for core network elements like
SGW/PGW for best-effort minimization of tunneling overhead in seam-
less manner. IoT-based service abstraction (ISA) layer was placed atop
the architecture where RESTful, NAS, and OpenFlow enabled mobile
edge computing (MEC) devices were brought into the frame. OpenEPC
nodes were deployed to mitigate the SDN-MEC interconnection for
region-wise IoT-devices’ data migration [13]. The server-side service
platform was consisted of SDN controllers and open virtual switch
(OVS) to cater the mobility aware functionalities.

7.2. Next generation platform as a service architecture

Next generation IoT must be equipped with the versatile factor that
can blend all types of connectivity between the objects, humans, and
machines. Existing infrastructure as a service (IaaS) in not enough to
solve such versatility issue. Thus, a next generation platform as s service
(NGPaaS) architecture was proposed while aiming at the versatile third-
party service and application facilitation by the telecommunications
industries.

NGPaaS was a boon for the telecommunication service providers
who would like to serve IoT-centric applications under the hood of
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edge-cloud interplay [14]. This architecture facilitated the infrastruc-
ture providers and vendors simultaneously by allowing to orchestrate
the operations support system (OSS) via the DevOps layer. OSS de-
ployed workloads and ancillary services to the VNFs through the spe-
cialized platform as a service (PaaS) where development, packaging,
and operations were altogether implied. Both the customizable and
IaaS services were originated from the bottom layer of architecture
i.e. infrastructure layer. In this layer, a set of commercial off-the-
shelf (COTS) tools and device pools were integrated that supported
the vendors by invoking the IaaS business module for benefitting the
MANO-wise VNF services. Fig. 11 presents the NGPaa$S architecture in
detail.

SLA assurance was given in the vendor layer that invoked CI/CD
facilities while harnessing the SDN/NFV conjunction approach. The
NGPaaS was further integrated with the IoT-based applications where
E2E and demand/response business as a service (BaaS) were provided
from the cloud counterpart.

7.3. Energy efficient architecture

Current trend of IoT-based ecosystem leverages incorporation of in-
formation producers (IPD) and information providers (IPV) to minimize
the trade-off between the sensor data prediction and accuracy of data.
Such trade-off is important due to the on/off or sleep mode processing
of IPV or IPD. When IPD is in sleep mode, IPV works, when IPV is sleep-
ing, IPD works. Thus, overall energy consumption is reduced which
is a great benefit of the prospective IoT-based applications. Recently
a research showed how to minimize energy consumption under the
SDN/NFV computing plethora by utilizing the dynamic change of states
i.e. active IPD (aIPD) and inactive IPV (iIPV) so that overall information
correlated communities (ICC) of edge-cloud enabled use cases could be
facilitated [15]. Tiny OS-based simulator TOSSIM and radio-frequency
(RF)-based module CC2420 were deployed that paved the communica-
tion between the internal information correlation (IIC) factors to the
SDN/NFV assisted sensor type community (STC) by using low power
listening protocol (LPL). The architecture used clear channel assess-
ment (CCA) over the implied collection tree protocol (CTP) under the
direction of SLA-based tolerance of data accuracy (TDA) mechanism.
IPDs were enabled with the IoT-based virtual sensor (VR) oriented
data processing via the OSS/BSS, NFVI, VNF, and EMS modules to
communicate with the information consumer (ICM). Several service
provisioning like VeNF-Vmfm, Nf-Vi, VeEn-Vnfm, and Os-Ma were
correlated with Or-Vnfm and VI-Vnfm on top of OpenStack platform.
Thus, the architecture leveraged an energy aware architecture where
edge-cloud communication delay and data accuracy were provided.
Fig. 12 presents the SDN-NFV information centric energy efficient cloud
architecture.

7.4. Multi-access edge computing architecture
Futuristic IoT is envisaged to support smart customer services

for both service and product domains. Multi-access edge computing
(MAEC) paradigm aims at leveraging cloud services and capabilities
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Table 6
Comparative analysis of mobile edge cloud architectures.
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Paper Objective Novel contributions Advantages/Limitations
[13] Device to server architecture proposed  SIMECA used LTE/EPC layering for core network SDN controllers and OVS were validated
elements like SGW/PGW for best-effort minimization of
tunneling overhead in seamless manner
[14] Next generation platform as a service Orchestration of OSS via DevOps layer, COTS tools used, CI/CD facilities tested BaaS service was investigated
architecture deployed MANO-VNF deployed
[15] Energy efficient IPD-IPV architecture alPD, iIPV and ICC modules deployed. TOSSIM-RF based VeNF-Vmfm, Nf-Vi, VeEn-Vnfm, and Os-Ma were correlated
proposed STC, LPL, CCA and CTP correlation were performed with Or-Vnfm and VI-Vnfm on top of OpenStack platform
[16] MAEC architecture proposed RNS community was catered to run capacity aware Mobility management, security, privacy, trust management,
applications NFV-aware integration, ICN, and network slicing were
tested
[17] Cloud assisted architecture was VN, NCLS, VIRM, VNFM, VNFO modules deployed High gain in cost saving and energy efficiency were
formulated perceived
[18] Cloud-based virtualization architecture SDN controllers atop the presentation which persuaded IoT-domain, IoT-gateway, and IoT-applications were tested
was proposed to harness the IoT-edge the virtualization functions
services
[19] Proposed IoT-devices related services in Involved a SND-enabled multi-cloud prospect
close proximities of the E2E backbone
service Leveraged dynamic offloading,
automated orchestration, and coherency
of SDN and NFV
[20] Complete IoT virtualization was FMT, TCAM, LVX, DVS mechanisms were deployed IoT edge-cloud ecosystem harness with help of complete
proposed virtualization
[21] Optimal algorithm to calculate the Probable approximation ratio was computed upon arrival Time slot division was performed in SDN/NFV allied layer

throughput was proposed

of each such request to the cloud

for 10T services

to the edge devices and customers. Thus, MAEC is seemed to lower
the requirement of bandwidth consumption and latency to the radio
network resources (RNS). In [16], myriad of MAEC possibilities have
been investigated to exploit the SDN/NFV assisted edge-cloud service
provisioning under the IoT-based ecosystem. MAEC is developed to
provide context and capacity aware facilities to the RNS community.
MAEC has extended its reach to a range of application such as, smart
home, autonomous vehicle, healthcare, wearable device, energy, trans-
port, smart city, agriculture, and industry. It depends on three types f
communication access namely, wireless, backhaul, and intercommuni-
cation among IoT devices. Several benefits are being harnessed for the
MAEC in mitigating issue like (i) mobility management, (ii) security,
(iii) privacy, (iv) trust management, (v) NFV-aware integration, (vi)
ICN, and (vii) network slicing. The underlying architecture provide
computation offloading, scalability, resource allocation, and virtualized
applications. Thus, MAEC is a good candidate for the realization of
EC-based IoT application developments.

7.5. Cloud assisted architecture

Gradual demand of IoT has arisen the need of new type of shareable
architecture that can provide flexible services to its customer as per the
dynamically changing demands. Thus, a subscriber centric approach
may improve the dynamic demand information sharing scenario. [17]
proposed a novel architecture to solve such issue that involved a multi-
layered approach starting from programmable virtual networks (VN)
at the bottom to the network device specialized function (NDSF) at
the top. The architecture was based on the existing COTS forwarding
hardware and related network control logic software (NCLS). Thus,
the control plane of the SDN/NFV involvement virtual storage, virtual
firewall, and VM as the virtual device section. A cross-platform virtual-
ization layer was embedded within the architecture that worked with
virtual infrastructure resource manager (VIRM), VNFM, and VNFO.
The software controller paved the interfacing between the NBI and
SBI tool set. A set of open standard APIs were included to pave a
quality of service to the hypervisor on device via the installed VMs.
The architecture formulated a simulation that showed a high gain of
cost saving and energy reduction in the overall system that levied the
cloud-based approach. Another cloud-based virtualization architecture
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was proposed to harness the cloud services into the edge-located IoT
devices. The architecture used SDN controllers atop the presentation
which persuaded the virtualization functions by involving IoT-domain,
IoT-gateway, and IoT-applications as a whole [18].

Due to centralized computation, IoT-based applications impose huge
load over the cloud datacenters which may sometimes make the process
difficult to enable IoT-based aspects in resource-poor situation. Such is-
sue may come with other disturbances into the system that may include
(i) varied volume and velocity of IoT-data, (ii) latency between IoT
device and cloud data center, and (iii) monopoly marketization of some
tools. [19] presented an architecture that could make the IoT-devices
related services always available by keeping those close proximities
of the E2E backbone service. The architecture aimed at leveraging
dynamic offloading, automated orchestration, and coherency of SDN
and NFV. It also involved a SND-enabled multi-cloud prospect in the
existing scenario. Complete virtualization has been recently attained
by another similar work [20]. In this work, a substrate agnostic virtual
SDN network was formulated. A full virtualization layer was embedded
within the earlier said substrate-based layer and a physical network
layer. Concept of flexible matching table (FMT) was introduced herein
in accordance to topology and ternary content addressable memory
(TCAM). Late binding key extractor (LBX) was used to assist the de-
ployed virtual switch (DVS) with help of FMT pipeline mechanism. The
study showed how full virtualization cloud be invoked with the IoT-
based edge-cloud ecosystem. The study develops a SVirt architecture
as shown in Fig. 13.

When cloud services are paved for SDN/NFV framework, through-
put of admitted NFV requests must be monitored. A recent study
presented an optimal algorithm to calculate the throughput when all
SDN/NFV request have similar packet transmission rates [21]. Probable
approximation ratio was computed upon arrival of each such request
to the cloud. Shot-wise periodic optimizations could be harnessed from
this algorithm that was deployed into an architecture. The architec-
ture helped to divide the time slot into multi components to provide
throughput assurance in the IoT-based system. Thus, admissibility of
requests into the cloud could be dynamically monitored so as to en-
hance the overall QoS. Table 6 presents the comparative analysis of
surveyed articles in terms of MEC architecture.
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8. Next generation cellular architectures
8.1. 4G architecture

Existing long-term evolution (LTE) networks are getting heavily
popular in different parts of globe. Most of the nations have already
deployed 4G-LTE in variant forms for high speed voice over data
connectivity. However, the LTE networks are unable to accommodate
SDN/NFV, IoT, MEC, mobile social networking (MSN), and mobile
cloud computing (MCC). Some paradigms are superfluously adopted
within the LTE framework, but they are not scalable and efficient in
nature. 4G LTE is adopting the heterogeneous network (HetNet) and
multiple radio access network (RAN) along with the distributed ICN-
based routing. A recent architecture has involved advanced routing
functions and traffic management protocols with the LTE for dissemina-
tion of edge-cloud formulation under the aegis of IoT [45]. The cellular
architecture integrated distributed internet backhaul and MCC along
with content delivery network (CDN). The architecture was efficiently
developed atop small and macro cell bate stations, (SBS) and (MBS),
respectively. Tracking area (TA) coverage facility was mitigated by
indulging local SDN controller (LSC) into the structure. NBI and SBI in-
terfacing were successfully convened under the local request resolution
function (LRRF) deployment.

Simultaneously, multi-RAN function (MRCF) was deployed over
the local content caching function (LLCF) to assess the local IP ac-
cess (LIPA) and selected IP traffic overload (SIPTO) in efficient man-
ner. Core content and mobility functions (i.e. CCRF, CMMF) were
implemented in the given SDN/NFV centric scenario.

Such huge capacity makes an architecture over burden. Thus, cost
analysis becomes priority in related aspects. [46] proposed a cost
analysis architecture by complying SDN/NFV amalgamation to identify
the expenses in the 4G network. The architecture evaluated IoT-based
devices and cost savings by implying a novel architecture. A compre-
hensive study was performed to improve the network virtualization
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of 4G network by involving SDN/NFV, IoT and other virtualization
services [22]. The study proposed a novel SDN-based virtualization
architecture for 4G mobile networks. The architecture was composed
of user/data plane, control plane, and application plane. All the planes
were segregated into four layered structure where radio access layer
was placed at the bottom and backhaul, mobile core, and external
network layers were place on top of it. The SBI interfered with the
user/data plane while facilitating distributed access points (AP), eNode
base stations, and RRH to communicate with the NFVI device pool.
Management plane controlled the architecture to pave the SBI-NBI
interfacing. Technologies like OpenFlow, BGP, and ForCES were used
to interact with SBI while RPC, JSON, and RESTful APIs were used
to communicate with NBI. SDN-based RAN controllers, backhaul con-
trollers, core controllers, and service controllers played the vital role in
the control plane. Applications of the architecture comprised of routing,
monitoring, offloading, mobility management entity (MME), interface
management, device to device (D2D) connectivity, and QoS service
provisioning. VMNO instances were deployed to cater a range of other
related activities. Fig. 14 presents the proposed SDVMN architecture as
mentioned earlier.

8.2. 5G architecture

5G network is at the verge to get deployed by the telecommuni-
cation operators within coming few years. Dynamic scalability shall
be a need of IoT, video streaming, and high-speed internet gaming.
Future network cost shall be minimized with enhancement of network
services, especially virtualized services. SDN/NFV shall play major role
in integration of virtualized services with the 5G networks. In [47],
a dual layer architecture was proposed that paved the communication
between user and control planes. Besides, packet forwarding, user plane
layer provided GPRS tunneling protocol (GTP) for QoE mitigation.
Control plane was positioned at the cloud end where mobile network
cloud services were paved via incorporation of SDN controller, SDN
service chaining, MME, and gateway user plane applications. Policy
and charging rules function (PCRF) were deployed the core 5G network
function into the architecture where 5G service-based architecture
(SBA) commissioned NAT and OFS services.

Agile management was recently formulated by the 5G-based
SDN/NFV architecture and implemented in the proof of concept (PoC)
for the Pyungchang Winter Olympics [48]. In this architecture follow-
ing characteristics were given most importance that includes proximity,
location awareness, higher network bandwidth, and ultra-low latency.
Several auto-scaling processes were involved that included MANO,
MANO/SDN, VEPC, and VNFM. The architecture leveraged a new
way to incorporate agility into 5G networks under the edge-cloud
perspective. SDN orchestration in 5G network is another issue that need
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Table 7

Comparative analysis of next generation cellular architectures.
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Paper Objective Novel contributions Advantages/Limitations

[45] 4G-based improved routing function and  CDN, MBS, LBS, LSC modules integrated, LRCF, MRRF, LIPA, CIPTO, CCRF, CMMF were tested
traffic management protocols developed LLCF were deployed

[46] 4G cost analysis proposed for IoT SDN/NFV cost expenditure calculated Cost savings schemes were evaluated
ecosystem

[22] 4G network virtualization improvement OpenFlow, BGP, and ForCES were used to interact with MME, D2D, RAN and VNMO instances were tested
architecture proposed SBI while RPC, JSON, and RESTful APIs were used to

communicate with NBI

[47] 5G dual layer architecture proposed GTP implemented, QoE aspect was tested PCRA, SBA, OFS modules were tested

[48] 5G agile management architecture Proximity, location awareness, higher network bandwidth, Auto scaling process including MANO, MANO/SDN, VEPC,
proposed and ultra-low latency measures were mitigated and VNFM was tested

[49] 5G dynamic service chaining in Operating platform was abstracted Scheduling and orchestration of IoT device manager was
real-time architecture proposed formulated

[50] 5G CVT architecture proposed RSPAN, sFlow, RSPAN modules were encapsulated DPDK was tested

[51] 5G multi-tenancy architecture proposed T-API and TelcoFog architecture were integrated Multi domain control planes were tested

[52] 5G verification and validation 5GTANGO architecture integrated, time-to-market time 0SS, VIM, SD-WAN and WIM infrastructural platforms
architecture proposed was reduced were tested

[53] Satellite—cellular architecture proposed NFVI-PoP, SCC and NMS were implemented OpenStack, OpenDaylight, OpenSAND, OpenFlow were

tested
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Fig. 15. 5GTANGO architecture.

to be covered for effective IoT deployments. Thus, [49] experimented
an architectural procedure to develop a reference framework. In this
study, real-time 5G operating platform (OP) was abstracted to assist
in dynamic service chaining, scheduling, and database supporting in
real-time. The abstraction layer orchestrated IoT device manager, SDN
controller and cloud controllers via a specialized service component.
A recent study showed importance of virtualized MAEC (VMAEC)
platform for IoT-based application under the 5G network scenario [50].
A novel architecture was proposed herein that included container-based
virtualization technology (CVT) to assist VMAEC applications in IoT.
The architecture used OVS to support a range of standards including
encapsulated RSPAN (ERSPAN), sampled flow (sFlow), and remote
SPAN (RSPAN). A data plane development kit (DPDK) was involved
to overcome the smaller throughput limitation. Overall architecture
was simulated both the cache and through modes. It was found that
incorporation of CVT reduced edge-cloud communication latency by 30
Multi-tenancy is another vital characteristic that 5G network should
have. In that case, SDN/NFV orchestration must be done in seamless
manner. TelcoFog architecture was thus paved to assimilate the multi-
tenancy approach into the 5G networking. The architecture utilized
ONF transport API (T-API) to enable interoperability among multiple
vendors of telecommunication service sector. Multi-domain SDN con-
trollers were deployed to handle 5G network complexity and vivid
heterogeneity [51]. Novel P2P and hierarchical control were jointly
orchestrated to use the 5G network slicing for quality [oT application

developments. Deployment of several services in 5G network is not
enough if they are not properly checked. Thus, a check point should
be included into the 5G network so that DevOps and related IoT
applications could be verified. [52] proposed a novel verification and
validation (V&V) concept for checking the 5G networking services and
IoT-based applications. The V&V concept was incorporated into the
5GTANGO architecture to accelerate DevOps service model within the
third-party telecom operators. The architecture also enabled new busi-
ness models to get virtualized so that time-to-market could be reduced.
Thus, this architecture reduced the entry barrier for the external service
providers to play network QoS. IoT applications were significantly
benefited with this approach. The architecture used public catalogues
to aware vendors and 5G customers about the available services. The
service mitigation was formulated through the OSS, VIM, SD-WAN
and WIM infrastructural platforms. Fig. 15 presents the 5GTANGO
architecture.

8.3. Hybrid satellite—cellular architecture

4G, 5G are obviously great networking paradigms. However, satel-
lite networks have not been given adequate importance so far in
this journey of technological advancement. SDN/NFV could be im-
plemented alongside the satellite infrastructure toward development
of smarter hybrid cellular structure. [53] presented a hybrid cellu-
lar architecture that employed two layers of abstraction, such as,
(i) terrestrial domain, and (ii) satellite domain. Terrestrial domain
implied the NFVI-point of presence (NFVI-PoP) that involved com-
puter clusters, SDN switches, and non-SDN routers. Thus, terrestrial
orchestrator module i.e. network management system (NMS) paved
VIM and WAN manager to connect NFVI-PoP. Customer front-end was
connected with the terrestrial domain and federated manager. Feder-
ated manager was connected with satellite domain in terms of satellite
orchestrator i.e. satellite NMS. The satellite NMS talked to NFVI-PoP or
satellite gateways via SDN/NFV-enabled satellite which was associated
to the satellite control center (SCC) via a VIM. Customer networks
got effective satellite terminals that would help edge connected IoT
device and the SCC was provisioned by the cloud end. The architecture
was developed using OpenFlow switch and Wi-Fi communication to
communicate with content server which was in tun associated with
the OpenStack and OpenDaylight tools to orchestrate the OpenStack
compute cluster. The work used OpenSAND satellite terminal, emu-
lator, and OpenFlow virtual switch to illustrate the proof of concept
topology. Fig. 16 presents the abstraction of satellite-based SDN/NFV
architecture. Table 7 presents the comparative analysis of surveyed
articles in terms of next generation cellular architecture.
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9. Applications and test bed architectures
9.1. NFV for heterogeneous resources

In [54], an SDI-based architecture was evaluated while aiming at
the study was to enable NFV service chains for employability into the
heterogeneous cloud service provisioning. A multi-layer cloud frame-
work was developed with IoT-based devices and diverse set of comput-
ing modules. NFVs were implied in multiple forms to communicate with
the proposed smart applications on virtualized infrastructure (SAVI).
The SAVI testbed was divided into three layers i.e. (i) physical re-
sources, (ii) open API, and (iii) external application and services layer.
Physical resource layer consisted of IoT devices and acted like edge
paradigm. Open API layer hosted the SDI manager that worked with
OpenStack, OpenFlow controller, and monitoring service. Several vir-
tual resources were deployed in this layer that included SNMP, OFP,
and IPMI.

9.2. Cluster SDN-IoT testbed

A cluster SDN-based IoT testbed was developed to investigate how
effectiveness of such testbed could be formulated into reality [55]. The
underlying architecture used a novel SDN cluster head (SDNCH) to
leverage IoT-based rules and NFV routing functions to control every
EC controller. An OpenFlow centric network was emulated to integrate
model driven service abstraction layer (MD-SAL) into the study. Multi-
ple SDNCH were deployed into the framework to coordinate the domain
of action, whereas IoT gateway node (GN) acted like bridging up the
information between the cluster of each SDNCH. This work advocated
the cluster-wise impact of SDN/NFV inclusion into the edge-cloud
scenario.

9.3. Energy efficient M2M network testbed

In recent past, IPv6 over low power wireless personal area network
(6LOWPAN) has been constantly used in many wireless machine-to-
machine (M2M) network development. IPv6 could be seen as a good
candidate for development similar network ecosystem with more num-
ber device connectivity. IoT is envisaged to have billions of devices
connected with each other, thus shortage of network address may
be fulfilled by IPv6 protocol. In this regard, an architecture was de-
veloped by comprising 6LOWPAN that integrated SDN/NFV for edge-
cloud communication traffic management virtualization [56]. The ar-
chitecture was implemented by using 6LOWPAN protocol stack where
IEEE 802.15.4 was utilized as MAC and physical layers. A customized
SDN flow table was included to support the data flow within the
M2M communication, while SDN/NFV M2M gateway was deployed
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in accordance to PAN coordination to serve the remote user data
upload scenario. Incorporation of SDN/NFV paradigm increased the
nodes’ lifetime by 65% and simultaneously provided energy efficient
approach.

9.4. IoT edge gateway

With the growth of IoT, demand has been increased to guarantee
the QoS via reduction of latency between edge-cloud communication,
real-time service aware network system, and secure data transmis-
sion. User CPE (uCPE)-based edge gateway has become a demand of
the time. Thus, a study developed such IoT-based edge-gateway that
worked on uCPE to cater the earlier said requirements [57]. Various
SDN/NFV functions were facilitated such as, sensors data aggregation,
data storage, altering the user about any mishap, policy management,
protocol translation, and cloud specific function realization. The IoT-
gateway was connected to the Amazon IoT AWS where lambda function
was delivered with help of AWS Greengrass core facility. MQTT proto-
col was deployed to make the data flow easier between the SBI and NBIL.
Bluetooth modules, ZigBee module and temperature-humidity sensor
were assimilated together to setup the uCPE. The development pro-
vided a realistic gateway that paved communication between multiple
cloud services, such as, Greengrass, Azure, and IBM’s Watson cloud.
Fig. 17 presents the uCPE centric IoT-edge gateway architecture.

9.5. Community network management

As the technology is getting smarter, community service should also
be smarter. Future telecom organization shall leverage smart support-
ing service that include multiaccess, multitenant, and multiservice to
satisfy its customers’ needs. Virtual attributes may be incorporated into
this paradigm that may improve the community aware infrastructure
in near future. A study revealed that such direction of research could
be realized by including wireless-optical broadband access network
WOBAN) with existing SDN/NFV facilities [58]. In this work, optical
line terminals (OLTs) were used in conjunction to optical network
unit (ONU). Passive optical network (PON) facility was deployed with
REST/HTTP protocol suites with OpenFlow-based platform. OvSwitch,
ethernet, and Wi-Fi wireless Aps were successfully mitigated with the
SDN controller where dynamic host configuration protocol (DHCP),
routing, and QoS provisioning were formulated. In this architecture,
smart community services were made in two ways, (i) centralized
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Table 8

Comparative analysis of applications and test bed architectures.
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Paper Objective Novel contributions Advantages/Limitations
[54] SDN/NFV ecosystem for heterogeneous SAVI test bed deployment, Open API layer hosted the SDI SNMP, OFP, IPMI implementation
10T resources test bed manager that worked with OpenStack, OpenFlow controller
integration
[55] Cluster SDN-IoT test bed development SDNCH, EC, MD-SAL with OpenFlow integration SDN/NFV cluster mitigation
[56] Energy efficient M2M network test bed 6LOWPAN integration, SDN flow-table with MAC integration 65% increase in life-time
for IoT devices
[57] IoT-edge gateway deployment Sensors data aggregation, data storage, altering the user about uCPE mitigation with Greengrass, Azure, ad
any mishap, policy management, protocol translation, and cloud IBM’s Watson cloud
specific function realization
[58] Community network management using OLT, ONU, PON integration with REST/HTTP based OpenFlow I-CSCF, S-CSCF and MGW inclusion
WOBAN suite
[59] Multi-level centralized access ACTP, XACML interaction with SDN/NFV ecosystem Authentication, anonymity, data integrity
deployment was tested
[60] Optical transport network test bed ADRENALINE project initiated, scalable QoS intervention, EOS QoS and scalability tested
development and SDOT module integration
[61] Mobile data traffic minimization test bed ADRENALINE project involved S-BVT and AS-PCE sliceable capacity tested
using optical transport network
[62] Future mode operation test bed OPEX and SELFNET management modules integration SDN-SON and VIM layer correlation tested
development
[63] Efficient MEC servicing application SIMECA, SDN-BN, SDN-EN were deployed Light-weight header translator tested
development
[64] Legacy network upgradation application CDPI, NBI, SBI, SDN data path and SDN controller modules ATM/LANE, BCF routing server tested
deployment integration
[65] BlackSDN implementation test bed DistBlackNet test bed provisioned, BlackloT ecosystem harnessed NEV, TTP, NFVI were investigated against
the black SDN-IoT mitigation
[66] Large scale network management GFS, GOM centric business application development Dynamicity and flexibility of the system

orchestration using SDN/NFV

perceived

and (ii) distributed. In centralized method, NFV functions like, inter-
rogating called call/session control functions (I-CSCF), serving called
call/session control functions (S-CSCF), media gateway (MGW), and
MGWF were involved at the cloud/serving side. Whereas, it was oppo-
site for distributed approach. Thus, smart community aware servicing
could be harnessed in the low cost and flexible fashion.

9.6. Multi-level centralized access

Legitimate access into the cloud is an important factor to make
the network services better. A recent study implemented an access
control policy tool (ACPT) to provide multi-level centralized access
to the cloud by suing SDN/NFV orchestration [59]. The architecture
performed following level-wise activities that includes (i) IoT device
registration, (ii) user registration, (iii) edge node registration, and (iv)
access policy preparation. After completing these activities, second
phase was initiated that included two levels of services, such as, data
dissemination of IoT device and users’ request for device access. Exten-
sible access control markup language (XACML) was utilized to levy the
ACPT protocol implementation. The architecture was analyzed against
the performance analysis that took following parameters under consid-
eration, such as, authentication, efficiency, anonymity, access control,
confidentiality, and data security. Thus, the model truly provided the
multi-level access in centralized manner.

9.7. Optical transport network testbed

Optical communication plays a significant role in SDN/NFV ecosys-
tem. The main usp of optical transport network is to provide high speed
network connectivity which is a strong need of existing IoT. Thus,
a testbed i.e. ADRENALINE was developed to integrate multi-layered
distributed computing services under the aegis of IoT. The testbed real-
ized the necessity of flexible, cost-effective, and effective SDN-enabled
optical network aggregation via switching facility while leveraging QoS
in high-scalable fashion [60]. By inclusion of such test bed mobile data
traffic was lowered 1000 times which was a fascinating result obtained
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Fig. 18. Optical-multiple cloud controller architecture.

from the testbed [61]. Multi-tenant service providers were deployed at
top of the underlying architecture. The architecture mitigated micro-
datacenter controller, SDN packet modules, SDN packet controllers,
SDN-based optical transmission module (SDOT) along with EOS op-
tical transmitter. Myriad active state PCE (AS-PCE) and 5G enabled
transceivers such as sliceable bandwidth variable transceiver (S-BVT)
was seamlessly integrated into the proposed architecture. Deployment
of ADRENALINE paved a new way of high-speed edge-cloud commu-
nication facilitation under the IoT-based scenario. Fig. 18 presents the
multiple cloud controller under the optical network.

9.8. Future mode operation approach

OPEX is a key performance indicating factor of any networking
system. Same is true for the IoT-enabled application domain, Thus, an
efficient future mode selector architectural approach might improve
existing issues in OPEX management. This would certainly reduce the
organizational cost in terms of operation management and dissemina-
tion. A recent study showed how the SELFNET architecture could solve
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the OPEX minimization of any SDN/NFV orchestrated system [62].
In this architecture, a five layered approach was presented. As other
architectures, lowest layer was infrastructure layer that consisted of
physical and virtualized sublayers. Next layer was data network layer
where SON-based data plane sublayer came into the play. Next layer
was control layer, where SDN-SON combined sublayers were deployed.
Top two layers were based on SON assisted autonomic and access
layer, respectively. The job of these layers was to cater the monitoring,
analysis, and orchestration services to the underlying layers. An NFV
orchestrated VIM layer was vertically existed along with the bottom
three layer. The overall design of the architecture dealt with the
organizational as well as user level query mitigation. Fig. 19 presents
SELFNET architecture.

9.9. Mobile edge cloud servicing

Success of an IoT-based system depends on the efficient integra-
tion between various sub-systems and networking paradigms such as,
SDN/NFV, edge, and cloud. SIMECA is such an architecture which was
presented to solve the integration issues between different paradigm
of network [63]. The insights of SIMECA was based on following four
aspects, such as, (i) best-effort packet forwarding for high quality QoS
delivery, (ii) service and mobility function, (iii) novel packet header
translation scheme, and (iv) P2P communication between each of the
nodes. The architecture of SIMECA used SDN-based BS, SDN-edge net-
work, edge-cloud facility, and ISA. The light-weight header translator
routed device identity and routing identity while packet forwarding.
The actual achievement of the architecture was laid into the service
provisioning of a large number of IoT-based device in a heterogeneous
cellular network.

9.10. Upgradation of legacy networking

Legacy networking infrastructures depend on the old networking
architecture, complex integration approach, minimal policy retention,
and agility of network. Thus, SDN/NFV could be used in existing
solutions to harness the disrupting elements of the legacy networks.
Thus, novel type of architecture was formulated to provision these
issues in seamless manner [64]. The architecture involved SDN control
to data plane (CDPI), NBI, SBI, SDN data path and SDN controller.
Distributed data and control planes were facilitated with intervention
from the separated and hybrid planes. Different functional planes were
tested against the developed architecture where ATM/LANE and route
server were validated by utilizing OpenFlow. Big cloud fabric (BCF)
was included into the architecture to communicate with the big switch
networking infrastructure being highly available. Thus, the architecture
paved a new direction toward upgradation of legacy networking for
sake of IoT and related smart technologies.
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9.11. Black SDN implementation

SDN is an intelligent technology paradigm which may improve
reliability, security, trust, and privacy for any deployed application.
Smart city has attained great importance in terms of usefulness and
better living prospects. Thus, inclusion of robust and highly secure
SDN/NFV combination would enhance the earlier said factors. Dist-
BlackNet was recently presented to improve integrity, confidentiality
and availability of any virtualized services at the edge-end [65]. The
architecture had three layers of abstractions such as, (i) cluster domain,
(ii) network element virtualization (NEV) layer (divided into data and
control plane), and (iii) application layer. Black IoT-based networking
tools were used at the bottom most layer while leveraging trusted third
party (TTP) approach. Novel, black SDN-IoT gateway was incorporated
into the data plane of the next layer which supported the control
plane by involving router assisted services to the crypto controller, key
controller, and intrusion controller. Packet and application controllers
paved the NFVI vertical while mitigating the smart city application in
easy and efficient way. Fig. 20 presents the DistBlackNet architecture
in details.

9.12. Large scale network management

Vulnerable situations may arise at any point of time in the society
and natural aspect. Thus, it would be great if large-scale virtualization
services could be provided to such scenarios while utilizing distributed
gateways, dynamic SDN/NFV facilities and edge-cloud integration un-
der the aegis of IoT. In [66], a novel business model was proposed to
cater the large-scale networking service provisioning with help from
IoT gateway, IoT provider, and end-user applications located at the
edge. The IoT gateway domain was consisted with VIM, VNFM, VNF
catalogue, VNF agent, gateway function store (GFS), and gateway
overlay manager (GOM). Each of these elements got associated with
the IoT provider domain via IoT provider agent. An IoT-based MANET-
VNFI sublayer was introduced to interconnect the overlay functions
and applications. Although, the architecture was divided into three
domains, vertically, control and forwarding planes hosted the architec-
ture. The prototype of the architecture proved its efficacy by showing
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the dynamicity and flexibility characteristics. Thus, the architecture
was truly a scale agnostic approach that must be inculcated to enrich
the large-scale virtualization into reality. Table 8 presents the compar-
ative analysis of surveyed articles in terms of application and test bed
centric architecture.

10. Security aware architectures
10.1. Collaborative and intelligent intrusion detection

Intrusion into internetwork infrastructure is a common thing now-a-
day. The situation may worsen when distributed environment like IoT
come to play into the scene. It may also get exaggerated if SDN/NFV are
involved. Thus, to detect any such intrusion in the IoT-based system,
novel technique must be framed. Fortunately, [67] presented a SeArch
architecture to solve this issue. The architecture was based on the
collaborative and intelligent intrusion detection system (NIDS) that
yielded outstanding performance to detect anomalies into the system.
SeArch used machine learning technique to identify the intrusion. The
architecture was composed of two layers, (i) distribution network layer,
and (ii) application layer. Distribution network layer acted on top of
perception layer which accommodated the IoT devices for receiving
sensor data through IoT gateway. Thus, perception layer emulated the
edge of the network. The distribution network layer incorporated all
types of SDN controllers that included edge intrusion detection system
(IDS), SDN apps, and internetwork protocols. As usual, application
layer hosted the cloud IDS and computational facilities. Thus, the
architecture paved all three layers of IDS into the SDN/NFV ecosystem.
By doing so, efficient system resource management became possible.
Approximately, 95.5% of intrusions were successfully detected by this
architecture. Fig. 21 presents NIDS architecture.

10.2. Integrated protection
Unexpected attack on any network system can severely undermine

the overall system’s performance. IoT is thus a very soft target for such
attacks due its dependency over the low-cost and resource-constrained
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device pool. An integrated protection scheme would hence possibly
improve the resilience toward to attacks on IoT-sub systems. SDN/NFV
could be thought of the Savior in this regard. In [68], a related
protection architecture was proposed and validated that came into the
force with two layered approach, (i) security enforcement plane and
(ii) security orchestration plane. Security enforcement plane provided
facilities for IoT-based devices via IoT controller, SDN controller and
NFV MANO. VIM, VNF manager and NFVO came together to serve
the enforcement in two sub layers, namely VNF and infrastructure
domain. The enforcement was entrusted with the incorporation of
security orchestration plane that paved monitoring, reacting, and pol-
icy interpreting mode of applications. Repositories were created to
store security policies and security enablers to successfully orchestrate
integrated security for the underlying IoT ecosystem.

10.3. AAA service provisioning architecture

Security of any system could be measured by the authentication,
authorization, and accounting (AAA) feature set. IoT is not an ex-
ception to this rule when SDN/NFV paradigm are in the place. The
importance of AAA feature lies on the timely deployment of network
security functions (NSF) for mitigating a holistic and smart network
security adopter. [69] leveraged an ANASTACIA architecture that was
converted into more secure AAA-aware framework by involving key
management framework (KMF). NFV MANO was sincerely integrated
with the proposed architecture for harnessing the power of the extensi-
ble authentication protocol (EAP). The architecture was enriched with
virtual AAA (VAAA) functionality which was seamlessly positioned with
the virtual bootstrapping VNF facility. Policy decision point (PDP) and
OVS were bootstrapped with the underlying IoT broker service. Further,
datagram transport layer security (DTLS)-based channel protection fea-
ture was augmented to this architecture to wider the range of security
on the IoT devices. Fig. 22 presents the AAA architecture.

Another study showed how vAAA could be used as channel pro-
tection proxy in the given scenario [70]. In this work, privileged-level
access agreement (PAA) and protocol for carrying authentication for
network access (PANA) were used to secure the communication chan-
nel. Virtual PAA (vPAA) was installed at the edge-end IoT devices
while PANA was assimilated into the whole system starting from edge
to cloud. The architecture was tested against 500 IoT devices that
enforced DTLS facility within 30 s which is relatively less time to attack
any device. Thus, the AAA security architecture was proven to be a
good candidate for providing security under the edge-cloud interplay.

10.4. Emerging security mechanisms

An extensive study on emerging security mechanisms was recently
performed to showcase various possible attacks on the SDN/NFV cen-
tric IoT environment and how to mitigate the attacks [23]. As found,
a number of attacks have been imposed over the IoT-based ecosys-
tem that includes, (i) hardware Trojan attack [71], (ii) replication
attack [72,73], (iii) tampering attack [74,75], (iv) battery draining
attacks [76,77], and (v) malicious code injection attack [78]. Several
security threats were also paved on the IoT-based cloud network, that
included (i) eavesdropping attack, (ii) denial-of-service attack [79-81],
(iii) spoofing attack [82,83], (iv) man-in-the-middle attack [84], (v)
routing attack [85-87], (vi) IoT cloud service manipulation, and (vii)
security inter-working. IoT applications were also attacked by many
types of threats, such as, malicious virus/worm [88], application data
leakage [89], service logging failure [90], malicious scripts, phishing
attacks, and inconsistent software patches [91-94].

Conventional security mechanisms for IoT ecosystem includes, (i)
authentication and authorization [95-97], (ii) traffic filtering and fire-
walls [98,99], (iii) encryption protocols [100-103], and (iv) anomaly-
based detection [104,105]. Recently, SDN-based security mechanisms
were studied and tested where following features were considered,
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Table 9

Comparative analysis of security aware architectures.
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Paper Objective Novel contributions Advantages/Limitations
[67] Collaborative and intelligent intrusion detection in the SDN/NFV enabled IoT SeArch, NIDS, IDS correlation with 95.5% intrusion detection
system SDN/NFV security layer successfully

[68] Integrated protection provisioning Security enforcement plane and VIM, VNF manager and NFVO came
security orchestration plane together to cater the policy and
mitigation integrated security layer orientation

[69] AAA service provisioning architecture ANSTACIA, KMF, EAP and NSF 10T broker and DTLS incorporation
integration tested

[70] VAAA service provisioning architecture PAA, vPAA, PANA modules 500 IoT devices tested against DTLS
integrated

[23-26, Emerging security architecture [23], hardware Trojan attack [71], replication IDS, firewall, DPI, encryption, Minimization of security hazards in

71-137] attack [72,73], tampering attack [74,75], battery draining attacks [76,77], authentication and authorization, and IoT centric SDN/NFV ecosystem

malicious code injection attack [78], DoS attack [79-81], spoofing attack
[82,83], man-in-the-middle attack [84], routing attack [85-87], malicious
virus/worm [88], application data leakage [89], service logging failure [90],
inconsistent software patches [91-94], decoupling software-hardware
[127,129,137], on-demand scalability security tolerance [130,131], mobility
support of NFV [132-134], and network service chaining [26,135-137]

security SFC modules developed and
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Fig. 22. AAA architecture.

such as, traffic isolation [106,1071, centralized visibility approach [24,
108-112], dynamic flow control [113-116], host and routing obfusca-
tion [117-120], and security network programmability [25,121-126].
Further, NFV security features were imposed over the IoT ecosystem
that was followed by decoupling software-hardware [127-129], on-
demand scalability security tolerance [130,131], mobility support of
NFV [132-134], and network service chaining [26,135-137].

It was comprehended that security should be enhanced in the
domains like IDS, firewall, deep packet inspector (DPI), encryption,
authentication and authorization, and security SFC. To fill-up the gaps
in these areas, more research should be paved toward secure SDN/NFV
platform development by identifying SDN/NFV threats for IoT network,
optimal selection of SDN/NFV security schemes, and facilitation of
customized network slicing approach into the existing system. Architec-
tural notions should be employed in the given scenario to address the
security issues in more strategic and cost-effective way. Table 9 presents
the comparative analysis of surveyed articles in terms of security aware

architecture.

11. Future direction
11.1. Standardization

Standardization has been a long-cherished dream in IoT-based tech-
nology domain. It is true that a portion of communication technologies
has been given consideration to get standardized. But, a major area
of such domain is not touched till date. Standardization could be
a great point to start with for mitigating earlier mentioned issues
and challenges in IoT-based SDN/NFV infrastructure for edge-cloud
interplay. Standardization process may be started with architectural
point of view, where vast discrepancies are seen [138]. Modeling and
layering of architectures for all types of IoT-based application should
be categorically framed to streamline the development process in this
domain of study.

11.2. Deployment of network services

Network services are deployed based on intentions of the telco
service providers. Governments, in most of time just derive a policy
is leave everything to the telcos. Such behavior is bringing devastating
affects into the networking service provisioning in real-time and indus-
trial domain. A clear understanding should be paved and agreed upon
by all the stakeholders in the IoT-based SDN/NFV edge-cloud interplay
so that a common way of deployment of VNFs could be leveraged [30].
A stringent policy should be governed and testified for all the telcos
and service providers about the process of deployment of networking
services.

11.3. Improving programmability

Programming of software-defined networks plays a very important
role to ascertain the QoS of the underlying network and system. Over-
the-air (OTA) programming notion is in practice since last few years.
OTA programming capability should be improved by including novel
language specific rules and

11.4. New business model

Business model drives new direction of growth in technology do-
main. Simplistic view of existing business mindset should be recon-
sidered to cope up with the new challenges for upcoming SDN/NFV
framework in the edge-cloud amalgamation. As discussed earlier, new
challenges are about to get introduced in the envisaged IoT-base in-
frastructure. Business models must be carefully designed to formulate
the issues arisen. It is important to apprehend that demand of dynamic
customization of network service need to be mitigated by utilizing of
architecture-wise development of business strategies.
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11.5. Technology interaction

IoT plays with a range of different technologies, such as, communi-
cation, networking, hardware platform, edge ecosystem, cloud service
etc. Thus, technology interaction could be seen as a possible way out
of the challenges identified. Appropriate amalgamation of technologies
and their interaction with each other may widen the way of envisaged
edge-cloud integration. Virtualized frameworks and services need to be
well interacted for harnessing the SDN/NFV familiarization with the
IoT ecosystem.

11.6. Management perspective

SDN controller and management could be a great avenue to im-
prove the discussed scenarios. Each of the SDN/NFV architecture plays
with SDN controllers to manage the underlying service provisioning
and activity mitigation in the edge-cloud interaction perspective. Such
managerial capacity needs to be well formulated so as to get the actual
power of SDN controlling feature in real-life IoT-based applications.
Future of IoT driven technology domain needs perfect blending of SDN
controller/manager acts with the SBI and NBI ends.

11.7. Control and application layering

As discussed earlier, controlling of the network may improve the
efficiency of underlying applications. SDN/NFV formulation always
depend on the controller and application layering notions to serve a
number of function virtualizations. It would be great if layering of
control and application could be managed and deployed with utmost
stringent manner. Such, layering of control and application would
obviously enrich the envisaged growth of edge-cloud communication.

11.8. Blockchain

Blockchain is a recently introduced technology that provides highly
secure, chain-wise decentralized block storage facility. Blockchain is
seen as a key enabler of futuristic technology revamp which has been
successfully tested with IoT, edge, and cloud environments. In all
the cases, blockchain has proven its efficiency toward normalization
and privacy aware service mitigation in highly decentralized man-
ner. Consensus mechanisms have been deployed in various IoT-based
applications to protect the privacy and anonymity of the underlying
data processing. Thus, blockchain may be implied over the SDN/NFV
framework to successfully co-opt with the edge-cloud ecosystem.

11.9. AI and machine learning layering

Artificial intelligence (AI) is not a new term, neither machine learn-
ing (ML). However, recent buzz about ML has attracted a large portion
of research and industry netizen to deploy ML in vast number of appli-
cations. IoT has been a good premise where ML has shown its power
of improvement in terms of decision making and efficient predictive
behavior. Thus, SDN/NFV paradigm may be juxtaposed with the novel
ML techniques along with IoT-enabled edge-cloud scenario to predict
when and how to virtualize network functions in proper way.

11.10. IoT identity naming system

IoT places billions of devices within its umbrella that lacks naming
facility. Without a prominent naming opportunity, it would be very
tough for the telcos to manage the large number of IoT devices.
IoT identity naming system (IDNS) is such a technique which may
enhance the naming conventions of IoT devices to get easily identified
and routed for data transmission in edge-cloud type of distributed
environment.
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11.11. Dew computing

Dew computing is a recent inclusion into the computing paradigm
that aims at bringing all types of network services to the users’ end.
Closer than edge, dew computing is envisaged to be positioned nearby
the users’ periphery in form of personal assistance services [139-
141]. Dew computing aims at minimizing the communication delay
between conventional edge-cloud framework by incorporating highly
context-aware and dew server assisted facilities that would help the
users to get informed and assisted with dew computing-based services.
It ensures to use super-flexible P2P communication directly between
the edge and cloud to minimize the communication gap. If required
information is not responded from the dew server, it may search the
same in the dew cluster i.e. nearby dew community or may further
look for tenant-aware cloud repositories. Dew computing may be seen
as an alternative to upgrade existing network service provisioning in
the SDN/NFV framework [142,143]. IoT-based application would get
direct benefit from this approach while assimilating a novel dew of
things service architecture.

11.12. Next generation IoT

SDN/NFV architecture should be integrated with big data ana-
lytics engine in an IoT-based scenario to enhance multimedia data
processing in seamless manner [144]. We may think of integrating
spatio-temporal big data analysis of vehicular notions in coalition
oriented approaches [145,146]. Ambient intelligence spectrum might
be investigated to get associated with the Bayesian-IoT augmentation
in this context [147]. On the other hand, next generation SDN/NFV
orientation must cater the dynamic channel scheduling in the cloud
centric wearable healthcare sectors [148,149]. Smart city augmentation
with support from the multi-tenant cloud-assisted smart grids could
be envisaged [150]. Thus, we can conclude that next generation IoT
would be investigated to get implied with the SDN/NFV architecture
provisioning aspects. Further, new architectures should be developed
in and around the existing SDN/NFV architecture to make the futuristic
systems worthy for the flexible network virtualization.

11.13. Lessons learned

Despite of all such efforts a set of gaps are yet not fully compre-
hended or paved that includes the answers of the following research
questions,

* (RQ1) how does state-of-the-art architecture under the aegis of
SDN/NFV integrated IoT-based edge-cloud service look like? It in-
cludes (a) sensor-based service provisioning, (b) service function
chain mapping, (c) content delivery framework, (d) end-to-end
networking, (e) intent-based management, (f) information centric
networking service, (g) object virtualization, (h) scalability and
flexibility, (i) crowd-sourcing aspect, (j) industrial orientation, (k)
quality of service mitigation, (1) next generation servicing, (m)
energy efficiency, (n) multi-access edge provisioning,

(RQ2) how to solve next generation networking and cellular
service through novel architectures by employing SDN/NFV, IoT
and edge-cloud ecosystem? It includes (a) 4G, (b) 5G, (c) hybrid
satellite—cellular,

(RQ3) what type of application and test-bed architecture should
be deployed? It includes, (a) NFV-based heterogeneity, (b) clus-
tered SDN-IoT, (c¢) machine to machine test-bed development,
(d) gateway development, (e¢) community wise networking, (f)
optical transportation, (g) mobile edge-cloud servicing, and (h)
large scale networking,

(RQ4) which genre of security feature should be implied over
the SDN/NFV aware virtualization mitigation? It includes, (a)
collaborative and intelligent intrusion detection, (b) integrated
protection mechanism, and (c) authentication, authorization, and
accounting-based security facilitation.
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Upon completion of the comparative study on various literatures
published in different reputed avenues, it seems very clear to mention
that to our best of knowledge none of the works exist in public domain
that discusses and depicts in-depth and comprehensive study on need
and appropriateness on the SDN/NFV integrated architectures for IoT-
based edge-cloud interplay. All surveys except Farris et al. discussed
and paved mainly SDN oriented approaches for mobile network, 5G,
cellular, fog, edge, MEC, or next generation network design and devel-
opment. Farris et al. presented a nice article but it only focuses on the
DDosS attack-based architecture provisioning.

We should comprehend the difference between the MEC and the
next generation cellular architecture as mentioned in this study. The
main characteristics of MEC relies on the following factors, such as,
(i) improved cost savings, (ii) better efficiency, (iii) innovative service
offerings, (iv) ensuring distributed computing, (v) new use cases op-
portunities. On the other hand, next generation cellular architecture
depends on the following architectures, such as, (i) energy efficient
spectrum usage, (ii) extremely reliable service mitigation, (iii) ultra-low
latency application development, (iv) mobility-aware dissemination of
application provisioning, and (v) cognitive inclusion.

Thus, we can apprehend that our presented work is novel and
unique than other studies in terms of (i) overall orientation of SDN/NFV
centric practices in IoT domain, (ii) state-of-the-art comprehensions on
SDN/NFV architecture mitigation in edge-cloud assisted IoT scenario,
(iii) next generation cellular architecture, (iv) applications and test-
bed architectures, (v) security aware architecture, (vi) precise selection
on key issues and future directions. Thus, our work provides new
knowledge in the domain of SDN/NFV integrated need of IoT-based
architectures for understanding how to solve the underlying challenges
to meet the requirements to (i) minimize the communication delay,
(ii) improve the QoS, and (iii) assist in fully virtualizing the pathway
between edge and cloud [150].

We also focus on the inclusion of innovative Al-based techniques
into the SDN/NFV orchestration under the edge-cloud enabled IoT
scenario. Importance should be given on the network intrusion detec-
tion and classification use cases. Both the supervised and unsupervised
learning methods could be implied. Similarly, cognitive radio net-
works and heterogeneous networks (HetNet) approach must be aligned
with the SDN/NFV domain. Further, reinforcement learning might be
applied into the network traffic control and self organizing cellular
networks so that efficient integration with the IoT-based services might
be significantly inferred.

12. Conclusions

In this study, we reviewed various literatures that deals with archi-
tectures to solve a range of problems identified by fellow researchers
in multiple domains. We presented a state-of-the-art review on various
architectural aspects in SDN/NFV specific virtualization mitigation by
involving IoT in edge-cloud interplay. We also discussed how next
generation mobile and cellular service can be virtualized by incorpo-
ration of architecture-centric approaches. Next, we delivered in-depth
analysis and discussions on necessity and solution strategy toward solv-
ing application development and test-bed design perspectives. Lastly,
we depicted key open research challenges that should be catered by
involving prescribed future directions. Thus, overall review paves an
important and very crucial knowledge toward SDN/NFV enabled net-
work service virtualization by enabling architecture centric approaches
while including IoT, edge and cloud to improve network services.
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