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A B S T R A C T   

Cloud computing has a shared set of resources, including physical servers, networks, storage, and user appli
cations. Resource allocation is a critical issue for cloud computing, especially in Infrastructure-as-a-Service 
(IaaS). The decision-making process in the cloud computing network is non-trivial as it is handled by switches 
and routers. Moreover, the network concept drifts resulting from changing user demands are among the problems 
affecting cloud computing. The cloud data center needs agile and elastic network control functions with control 
of computing resources to ensure proper virtual machine (VM) operations, traffic performance, and energy 
conservation. Software-Defined Network (SDN) proffers new opportunities to blueprint resource management to 
handle cloud services allocation while dynamically updating traffic requirements of running VMs. The inclusion 
of an SDN for managing the infrastructure in a cloud data center better empowers cloud computing, making it 
easier to allocate resources. In this survey, we discuss and survey resource allocation in cloud computing based 
on SDN. It is noted that various related studies did not contain all the required requirements. This study is 
intended to enhance resource allocation mechanisms that involve both cloud computing and SDN domains. 
Consequently, we analyze resource allocation mechanisms utilized by various researchers; we categorize and 
evaluate them based on the measured parameters and the problems presented. This survey also contributes to a 
better understanding of the core of current research that will allow researchers to obtain further information 
about the possible cloud computing strategies relevant to IaaS resource allocation.   

1. Introduction 

Cloud Computing (CC) has recently come out, and it has been viewed 
as allowing a common collection of configurable computing services to 
be made accessible and released as specified by the National Institute of 
Standards and Technology (NIST) [1]. It also allows easy and 
on-demand network access. Thus, networks, servers, storage, applica
tions, and services resources are pooled in the cloud to serving several 
tenants. Services providers, e.g., Microsoft Azure, Amazon, and Google 
Cloud, provide access through the internet to CC resources based on a 
pay-per-use policy. Nowadays, in a few hours, anyone can pay for cloud 

services, deploy and sets up servers for an application. The physical 
infrastructure is leased out to CC clients based on leasing it from an 
external cloud service provider. Therefore, they only pay for the re
sources they use. 

NIST classifies CC into three operation models and four deployment 
models. The CC operational models are divided into three specific cat
egories: Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), 
and Software-as-a-Service (SaaS). In IaaS, the underlying cloud infra
structure can not be managed or control by clients. Other than that, 
clients can set up and run the software, control operating systems via 
administrative access to VMs and programs, and allocate processing, 
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storage, networks, and other essential computing resources. On the 
other hand, PaaS allows developers to deploy web-based applications 
without purchasing and setting up physical servers. Meanwhile, SaaS 
provides host applications and makes them accessible to customers over 
the internet, e.g., Google, Salesforce, Microsoft, and Zoho. Development 
models define how customers and cloud providers communicate with 
each other through private, public, hybrid, and community clouds. 

A public cloud is operated by a single corporation and is open to the 
public or a broad business group. A private cloud is own by a specific 
organization. Cost-effectiveness, reliability, flexibility, and high scal
ability are the main benefits of the public cloud. Still, it lacks security 
compared to a private cloud that guarantees high security but suffers 
from high cost and limited scalability. A community cloud shares a small 
number of relationships and builds specific groups with a common duty. 
An infrastructure that contains several clouds of any kind is called a 
hybrid cloud, which they communicate between them to allow the 
transfer of data and applications from one cloud to another through their 
interfaces. 

CC built on data center infrastructure is designed with the ability to 
apply virtualization technology [2]. Virtualization technologies enable 
flexible resource allocation to virtual machines (VMs), enabling flexible 
resource provision on-demand. Moreover, virtualization allows multiple 
applications to be integrated on fewer physical servers, which promises 
to be significant cost-savings due to increased energy efficiency and 
lower system administration costs. Compared to sharing the main 
computational resources in cloud computing, sharing network resources 
is more difficult. Conventional routing schemes in Data Center Networks 
(DCNs), including the Open Shortest Path First (OSPF) [3] and Routing 
Information Protocol (RIP) [4], are based on static routing; and there
fore loses flexibility in identifying flow paths for different network 
states. Likewise, VM scalability causes some bottlenecks to result from 
across-VM communication on a single host due to virtual bridges. 
Furthermore, the conventional routing process limits the efficient use of 
resource capacity. Hence, it cannot build an improved network knowing 
that the general cost of fixing and configuration these networks is very 
high. 

Software-Defined Networks (SDN) [5] is an advanced network model 
that improves the shortcomings of the conventional network in
frastructures by separating the control plane and the data plane from 
switches and routers. SDN technology enables network control through 
centralized software controllers and makes network management more 
efficient, fast, and flexible. The SDN central controller has a global 
network view to deal with the dynamic changes in the network topol
ogy. Simultaneously, the SDN controller communicates to the forward
ing device through the OpenFlow protocol [6]. The flexibility of 
SDN-managed networks has opened up new opportunities for the 
research community to incorporate IaaS and Cloud Data Center (CDC) 
capabilities into the SDN [7]. SDN also provides resource management 
systems that allow cloud services provision while attaining dynamic 
traffic requirements when running VMs. Furthermore, SDN and Network 
Function Virtualization (NFV) [8] enable much greater network flexi
bility by splitting network architectures into virtual slices, a process is 
known as network slicing, which aids fifth generation (5G) wireless 
technology innovation [9]. 

CDC systems require agile and flexible network control functions 
with computing resource control to ensure characteristics of traffic 
performance for the VM operations are adequate and attainable by the 
SDN [10]. Also, SDN virtualizes on-demand network resources to utilize 
resources and satisfy user application restrictions efficiently. Resource 
allocation has become one of the obstacles of cloud computing arising 
from users sharing computing and network resources, and the network 
often adopts the best-effort transmission mechanism [11] and 
Shortest-Path-First (SPF) routing mechanism [12] for data transmission, 
leading to a link load imbalance and high possibility of link congestion. 
Indeed, the network topology and routing mechanism have a major ef
fect on the Service Level Agreement (SLA), the Quality-of-Service (QoS), 

and the network latency [13] that negatively affect the energy usage of 
Cloud Computing Data Centers Networks (CCDCNs). In turn, the inef
fective allocation of computing resources leads to an overprovisioning or 
an underprovisioning, negatively impacting the SLA. Consequently, it 
reduces the profit for the cloud provider and increases the user’s cost 
[14]. Fig. 1 depicts the resource allocation process. 

In CC, unpredictable and changing requests of resources among end- 
users depending on their application usage style are the key challenge of 
CC. Moreover, resource allocation aims to optimize applications, i.e., 
QoS, improved resource utilization, and power efficiency, no matter 
what type of Information and Communication Technologies (ICT) re
sources are allocated to end-users. Consequently, integrating SDNs into 
a cloud computing environment solves most of the previously present 
problems in resource allocation in cloud computing networks. Hence, 
SDN allows implementing policies, configuring, and managing network 
resources in a short time per periods one control protocol to perform a 
series of operations, including routing, traffic engineering, load 
balancing [15,16], and access control. 

1.1. Scope and contribution 

Recently, many methods, techniques, and algorithms have been 
implemented, emphasizing cloud computing based on SDN in resource 
management, resource scheduling, resource allocation, energy conser
vation, load balancing, and QoS. This article aims to provide a thorough 
overview and survey of current resource allocation techniques, frame
works, and models for cloud computing based on SDN. Our contribu
tions can be summarized as follows:  

• We put forward the state-of-the-art resource allocation mechanisms 
for CC based on SDN.  

• We are presenting a taxonomy of recent trends in resource allocation 
mechanization while ensuring their advantages and disadvantages.  

• We set down the performance criteria utilized for assessing the 
current techniques.  

• We explain the potential research work that has already been stated, 
which helps to identify the path for current and future usage. 

1.2. Organization 

The following paragraphs shall be arranged as follows. The infor
mation on cloud computing and SDN and the history of resource allo
cation in Section 2. Section 3 sets out the motivation for researching and 
improving cloud computing-based SDN. Section 4 points out the 
resource allocation in CC based on SDN and the types of resources and 
parameters used throughout the allocation. Section 5 introduces our 
resource allocation taxonomy. Section 6 contains a list of works relevant 
to resource allocation in CC based on SDN. Open study issues and rec
ommendations for future research in Section 7. The article is concluded 
in part 8. 

2. Related Work 

This section summarizes the relevant literature on the definition of 
resource allocation in the SDN, cloud computing, 5 G mobile commu
nication, and edge cloud computing. Indeed, we have not found a 
thorough survey covering the two fields of CC and SDN, especially in 
terms of resource allocation. So, we are presenting the state-of-the-art in 
resource allocations in different fields separately. All related works with 
the term "Resource Allocation" in the name or acronym reported from 
January 2014 to March 2021 were selected for the first time from sci
entific journals, namely IEEE, Elsevier, Springer, and other international 
journals. The field of these survey papers in comparison to our paper 
exemplifies in Table 1. 

A systematic analysis of IaaS-related resource allocation in cloud 
computing is presented in a comprehensive research paper [17] on 
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resource allocation methods used in cloud computing resource alloca
tions. The survey classifies these methods into two main types depend
ing on the problems addressed and evaluation parameters into either the 
strategy-based or the parameter-based. These two basic types are then 
divided into other subtypes. It is concluded that many previous studies 
did not consider important parameters for allocating resources in IaaS 
that require better improvement in this area. Banumathi et al. [18] have 
reviewed several policies for resource allocation in cloud computing into 
three types: static, dynamic, and advanced. These resource allocation 
techniques were discussed in detail in terms of their features and limi
tation. In contrast, Asha et al. [19] presented a comprehensive review of 
resource allocation approaches and their effect on the cloud computing 
system. The survey discussed the four-point definition of fluctuations 

resulting from network topology, dynamic configuration, unforeseen 
resources, and concurrent data processing in the CC environment. The 
significance, advantages, and disadvantages of each system are also 
considered. However, different issues concerning resource allocation 
stay unaddressed. Also, Anuradha et al. [20] have elaborate several 
resource allocation policies that have been reviewed based on the utility 
functions, priority-based algorithms, multiple-criteria decision analysis, 
genetic algorithms, and skewness algorithms. The resource allocation 
techniques referred to above have been explained in depth with their 
benefits and drawbacks of each technique. They found that genetic al
gorithms are the most effective for the allocation process. 

Similarly, Hamdy et al. [21] presented many resource allocation 
techniques and discussed several parameters that impact the used 

Fig. 1. Resource allocation process.  

Table 1 
Related works on resource allocation process.  

Survey Paper Year Taxonomy Issues and 
Challenges 

Cloud computing SDN Edge cloud computing 5G Future work 

This work 2021 ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
Xu [34] 2021 ✓ ✓ ⨯ ⨯ ⨯ ✓ ✓ 
Hamaali [33] 2021 ⨯ ✓ ✓ ✓ ✓ ✓ ⨯ 
Saidi [26] 2020 ⨯ ✓ ✓ ⨯ ⨯ ⨯ ⨯ 
Ejaz [32] 2020 ✓ ✓ ✓ ⨯ ⨯ ✓ ✓ 
Le Duc [35] 2019 ✓ ✓ ⨯ ⨯ ✓ ⨯ ✓ 
Su [36] 2019 ✓ ✓ ⨯ ✓ ⨯ ✓ ✓ 
Lakhwani [25] 2019 ✓ ✓ ✓ ⨯ ⨯ ⨯ ⨯ 
Banumathi [18] 2018 ✓ ✓ ✓ ⨯ ⨯ ⨯ ⨯ 
Wang [28] 2018 ✓ ✓ ✓ ⨯ ⨯ ⨯ ✓ 
Madni [17] 2017 ✓ ✓ ✓ ⨯ ⨯ ⨯ ✓ 
Zehra [37] 2017 ⨯ ✓ ⨯ ✓ ⨯ ⨯ ✓ 
Hamdy [21] 2017 ⨯ ✓ ✓ ⨯ ⨯ ⨯ ⨯ 
Yousafzai [24] 2017 ✓ ✓ ✓ ⨯ ⨯ ⨯ ✓ 
Akhter [29]  2016 ✓ ✓ ✓ ⨯ ⨯ ⨯ ✓ 

Hameed [30] 2016 ✓ ✓ ✓ ⨯ ⨯ ⨯ ✓ 
Alnajdi [27]  2016 ✓ ✓ ✓ ⨯ ⨯ ⨯ ✓ 

Hamdi [31] 2016 ⨯ ✓ ✓ ⨯ ⨯ ⨯ ⨯ 
Jennings [23] 2015 ✓ ✓ ✓ ⨯ ⨯ ⨯ ✓ 
Anuradha [20] 2014 ⨯ ⨯ ✓ ⨯ ⨯ ⨯ ⨯ 
Mohamaddiah [22] 2014 ⨯ ⨯ ✓ ⨯ ⨯ ⨯ ⨯ 
Nunes [38] 2014 ⨯ ⨯ ✓ ✓ ⨯ ⨯ ⨯ 
Asha [19] 2013 ⨯ ⨯ ✓ ⨯ ⨯ ⨯ ⨯  
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resource allocation policy. Muhammadiyah et al. [22] conducted a re
view in cloud computing concerned with allocating and monitoring 
resources. They provided a classification according to the cloud defini
tions, characteristics, and deployment models. Also, introduce the 
problems and challenges associated with the resource allocation pro
cess, monitor them, find appropriate ways to solve them to attain better 
performance, avoid the SLA violation, enhance the resource perfor
mance and save the power consumption. Reference [23] organized the 
former research into a cloud management platform, which summarized 
in five basic points as follows: a) For cloud-hosted applications provide 
predictable performance; b) Realize global view manipulating for cloud 
systems; c) Scalability for resource management systems; d) Learn about 
cloud pricing and its economic behavior, and e) provide for mobile cloud 
solutions and how to develop them. Also, they have illustrated the pros 
and cons as well as a set of essential research challenges. Yousafzai et al. 
[24] demonstrated the strengths and weaknesses of the state-of-the-art 
cloud resource allocation strategies. They also proposed a stylistic tax
onomy focused on optimizing the allocation of resources by categorizing 
existing literature. Likewise [25] and [26] presented various resource 
allocation techniques and challenges for efficient resource allocation 
and efforts to improve QoS. 

Dynamic resource allocation was addressed by [27], who ranked 
them according to their strategies in use-based RA, market-based dy
namic RA, and dynamic SLA-based RA. They also clarified their 
strengths and limitations. Additionally, research directions and findings 
from the literature review are included. Further, areas that require 
further research were also identified. Reference [28] discussed the 
framework and directions related to scheduling strategies and resource 
allocation algorithms in the cluster frameworks in the data center net
works. These algorithms can be classified according to scheduling 
granularity, controller management, and prior-knowledge requirement. 
The article also analyzed useful characteristics such as fault tolerance 
and scalability to shed light on distributed system design principles. In 
short, all the research work mentioned does not provide a comprehen
sive survey of resource allocation for CC based on SDN but rather rep
resents the allocation of resources in CC only. In contrast to this work, 
we present a comprehensive survey of resource allocation for CC based 
on SDN and an indication of the algorithms and parameters that can 
assist in this allocation and present challenges and future insights. 

Recently, resource allocation gained more relevance to address the 
issue of power consumption in cloud computing. 

References [29] and [30] identified the main points to reduce energy 
consumption in data centers, maintain the ecosystem, and lower oper
ational costs. These works also illustrated the difficulties and existing 
methods for solving them. Besides reviewing countless resource alloca
tion approaches in the literature, major open challenges and future 
research directions were discussed. Reference [29] also discussed effi
cient VM customization and availability algorithms that must be 
developed to meet the increasing use of cloud computing. Reference 
[30] also identified RA problems and appropriate techniques based on 
the hardware and software available for this purpose. In addition, the RA 
problems were classified based on different dimensionality as follows: 
resource adaptation policy, objective function, allocation method, 
assignment process, and interoperability. It is noticeable that these re
searches focused only on energy consumption in CDC, unlike our work, 
as it provides a comprehensive overview of the concept of resource 
allocation in CC based on SDN. 

The allocation of network resources, on the other hand, is one of the 
most important factors influencing cloud data center activities. Hamdi 
et al. [31] described network-aware VM placement. This research 
looked at network allocation in two ways: single and distributed data 
center cloud, and it divided these two areas into subgroups such as 
initial placement, migration methods, and both of them. The authors 
sanction all future challenges and opportunities that take network 
placement traffic into account when allocating VMs to PMs. 

The development of information and closely integrated distributed 

systems, including the fifth-generation (5G) mobile communications 
technology, Internet of Things (IoT) applications, edge cloud computing, 
and big data systems, is accelerating the demand for new frameworks for 
resource allocation to implementation and testing of large-scale soft
ware systems in the cloud computing environment. There are many 
comprehensive studies on how to allocate resources in these areas, e.g., 
Ejaz et al. [32] introduced a generalized structure for allocation of re
sources analysis in CRAN networks. The aim is to provide a detailed 
survey of resource allocation strategies that could give a CRAN a broader 
picture of aims, challenges, problem types, and possible solutions. They 
are addressing several new CRAN usage scenarios, as well as 
application-specific goals. In the background of 5G and beyond infra
structure, they also reviewed problems and critical problems in a CRAN. 
Moreover, the distributed resources in terms of allocation are described 
while keeping in mind the concerns of providing millions of consumers 
without lack of success or failure. As a result, a detailed analysis of 
resource allocation for distributed systems using descriptive algorithms 
was performed. Regardless, future studies need to be conducted to 
perform more advanced algorithms in each area [33]. 

From the standpoint of using resource allocation to achieve spectrum 
processing and reduce cross-tier interference, reference [34] presented a 
comprehensive overview that was dealt with resource allocation algo
rithms in modern HetNets for 5G. The focus of this research is on various 
HetNets network scenarios. Consequently, they introduced the catego
rization of current RA algorithms and discussed some urgent questions 
and potential research directions. This paper addressed two possible 6G 
communication architectures for addressing next-generation HetNets 
RA concerns: learning-based RA architecture and control-based RA ar
chitecture. Le Duc et al. [35] express a type of machine learning 
implemented to detect intrusions of reliable resource provisioning in 
joint edge-cloud environments, as well as a survey of techniques, 
frameworks, and methods which can be used to increase the reliability of 
distributed applications in a wide range and heterogeneous distributed 
systems. The survey is organized around a technical breakdown of the 
credible resource allocation issue into three main categories: workload 
characterization and prediction, component placement and system 
consolidation, and application elasticity and remediation. To conclude 
the article, a summary of major obstacles and a highlight of recom
mendations for future research are presented. Each of these previous 
studies offered a thorough examination of the various fields, depending 
on the feature of resource allocation. In contrast to our work in this 
paper, these aforementioned publications do not include the allocation 
process for both the CC and SDN domains. 

In the sense of using SDN for allocating network resources, a survey 
of the latest developments in network resource allocation is presented by 
Zehra et al. [37] They introduced techniques for research allocation in 
SDN and discussed all advantages and disadvantages of each technique. 
Likewise, network slicing is mainly influenced by SDN and Network 
Function virtualization (NFV). Su et al. [36] presented a survey on 
resource allocation algorithms in 5 G network slicing in terms of con
cepts and mathematical models. According to the research goals, the 
mathematical models for resource allocation can be divided into four 
groups: general, economic, game and prediction, and robustness and 
failure recovery. Each models inspiration, purpose, and key concept are 
explained and evaluated using the most recent examples. These previous 
studies focused only on the concept of allocation in SDN compared to 
our work in this paper, including allocation in two fields: SDN and cloud. 

One of the scientific papers that dealt with the topic of resource 
allocation in CC based on SDN is by Nunes et al. [38] to investigate new 
dynamic resource allocation strategies and their key characteristics and 
to summarize the key developments in the fields of VMs and CC using 
SDN networks and virtual networks. On the contrary, we present our 
latest CC based on the SDN resource allocation mechanism, comparing 
previous research in this field. In addition to providing a classification of 
recent developments in resource allocation mechanization, we also 
assess their benefits and drawbacks. We also take a look at the 
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performance metrics and algorithms that are used to assess existing 
technologies. This work also explains potential research work that has 
already been discussed, assisting in establishing a route for current and 
future use. 

3. CC based on SDN 

Cloud computing [39] is a successful and evolving model for deliv
ering ICT resources as services for both governments, educational and 
industrial fields over the internet. Cloud service providers provide three 
forms of application services: SaaS, PaaS, and IaaS. Cloud users can 
conveniently rent these services as they pay by the size of usage. 

CC has dozens of servers that are connected to thousands of switches. 
Virtualization technology has been included in CC to facilitate scal
ability and flexibility. In other words, virtualization technology is used 
for virtual computing nodes, storage, and network resources, and it 
provides these resources as services to cloud users. Consequently, cloud 
consumers can lease these virtual computing resources, i.e., VMs or 

storage, from cloud providers. The success of computing resource vir
tualization resulted from using well-defined abstraction mechanisms 
that simplify virtualization operations [40,41]. However, implementing 
the concept of a virtual network in cloud computing is a long way off. 
Especially, existing network virtualization technologies, i.e., a virtual 
local area network (VLAN) [42] and virtual private network (VPN) [43] 
do not provide adequate solutions. 

There are multiple VMs in the same server and consumers can rent 
any number of these VMs unless the user request exceeds the server 
capacity. Communication between VMs and the internet is through a 
variety of routers and switches. The usage and requirements of the 
network are growing at a very rapid pace and, to meet current demands, 
there is a need to automatically increase the size of the infrastructure. 
From this point, the application of conventional networks to cloud 
computing networks is very difficult and complicated, as it is considered 
time-consuming and costly, especially in the state of VM migration and 
network configuration. 

Operators can adopt SDN in traditional cloud data centers to 

Fig. 2. Cloud computing based on SDN architecture.  
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alleviate challenges facing their data center networks [44]. An SDN al
lows network configuration control routes to be separated from network 
devices. This capability provides flexibility to the network plane control 
by easily adapting to changes in the network through a program called a 
controller. Controllers communicate with the forwarding plane through 
OpenFlow, allowing them to make changes occurring to the network, 
hence achieving real-time response to traffic requests. In short, SDN 
provides efficient, flexible, agile, and scalable solutions for CDCNs. Be
sides, CDC significantly improved efficiency when SDN adapted in their 
environment in both the performance of the network [45,46], security 
[47], network availability [48], and improved energy efficiency [49, 
50]. Efficiency can be further improved by providing QoS for applica
tions by slicing the network and allocating appropriate dynamic band
width [51,52]. Cloud computing based on SDN architecture is illustrated 
in Fig. 2. Worthwhile, Google’s cloud provider officially implemented 
the SDN model in its data center to promote manageability and improve 
scalability [53]. 

4. Resource allocation in cc based on SDN 

The difference between the three concepts of resource provision, 
resource allocation, and resource scheduling is explained in [54] as 
follows: the process of resource provisioning is when a service provider 
allocates resources to a consumer, while when dividing out resources 
between competing sets of programs or clients economically in this case 
called resource allocation. On the other hand, resource scheduling is a 
timeframe for allocating resources in which the resources are gathered 
and made accessible at specific times, and the computational procedures 
are coordinated at that time. In other words, the allocation of cloud 
resources is a systematic process, including resource discovery, collec
tion, provisioning, application planning, and resource management. 

The allocation process can be detailed as a way of identifying, 
choosing, supplying, scheduling, managing, and assigning available 
computational, storage, networking, and energy resources to a set of 
applications over the internet, to achieve the common objectives of each 
cloud application, user, and provider. These goals differ from each other 
and are subject to criteria such as application requirements, SLA, over- 
utilization, and under-utilization of resources. SLA is considered a con
tract between the users and its providers. This contract specifies how to 
provide resources to ensure the achievement of the goals of each party. 
The allocation of resources to a cloud computing data center is a key 
problem for optimizing computational resources, network resources, 
and energy usage. 

Ineffective allocation affects the performance of the entire cloud 
environment. In a CDC, cloud providers play an important role in the 
resource allocation process as they provide resources in the form of IaaS, 
PaaS, or SaaS per the SLA agreed between all users/consumers of the 
cloud and to achieve other management goals. Noteworthy, realizing a 
high use of resources to maximize revenue is the desire of the cloud 
provider, while consumers want to decrease expenditure while 
achieving their performance requirements. However, due to the lack of 
information sharing between the parties, optimally distributing re
sources is not trivial. Furthermore, the optimally physical location, dy
namic fluctuation of the environment, and unpredictability of resources 
in the nodes that cannot be attained with traditional resource allocation 
form harder challenges for both actors. 

Cloud resources (virtual or physical) are located in data centers and 
are allowed to share between a group of users and must be dynamically 
allocated and modified on-demand. For example, a consumer can 
request a networked resource, such as bandwidth and delay, or a 
computing resource such as a central processing unit and storage. 
Allocating resources in an effective way, while taking into consideration 
effectively demands and dealing with them in a flexible dealing with 
them unlimited, thus avoiding the situation of excessive and scarcity of 
resources in the CDC. 

However, sharing network resources in the CDC remains an issue 

[55,56]. So, we need a comprehensive model for allocating computing 
and network resources. For that reason, it is important to extend the 
network infrastructure in an automated way to meet the current and 
growing demands daily due to big daily data from mobile Internet, 
multimedia-rich applications [57–59], and the IoT [60–62] that are 
continuously being collected and processed. The concept of conven
tional networks that allow switches and routers to make decisions is an 
ineffective way of dealing with the massive number of these data, spe
cifically in VM generation, migration, and network configuration. To 
solve these problems, we need efficient, flexible, agile, and scalable 
networks [63]. Adaptation of SDN in the cloud data center becomes 
indispensable, offering a brand-new direction for conventional network 
architecture to construct infrastructure. 

SDN works by separating the data plane from the control plane. This 
separation allows the network centers to be programmed and recon
figured according to the changes on the network. Besides, SDN provides 
a solution for allocating VMs, network bandwidth. Moreover, the SDN 
enables various levels of abstraction and automation clarity that direct 
the individual creation and development of software-based and 
network-based control systems. Furthermore, the centralized controller 
of the SDN can collect consumer requests and applies resource allocation 
algorithms, then forward allocation commands through the network. 
This can facilitate the resource allocation process in the CDCN. Inte
gration of SDN in the CDC leads to facilitate the process of VM built and 
deployed, taking into account appropriate resource allocation to avoid 
uneven server load and all aspects related to QoS and power consump
tions. However, this adaptation adds several limitations to the CDC that 
must be carefully considered [64]  

• Reliability: The use of a centralized SDN controller affects reliability.  
• Scalability: The SDN controller is becoming a big hindrance as the 

number of switches and final hosts in the network increases.  
• Visibility: SDN only enables the corridor source and the UDP traffic 

end device to be visible and covers up the user’s identity. 

4.1. Type of resources in CDC 

Fig. 3 illustrates the kinds of CDC services that are designated by the 
provider to be shared between users. These services, which are provided 
by a cloud service provider, can be divided into two main types: hard
ware and software. The software represents applications that are pro
vided to the cloud consumer in the form of PaaS or SaaS [65]. Hardware 
refers to any of the computing and network resources owned by the 
cloud provider, which is referred to as IaaS. The following is a summary 
of these resources. Note that only IaaS is covered in this paper. 

A. Computing resources 
Compute resources is a combination of Physical Machines (PMs) that 

includes one or more processors, memory, network interface card, and 
input/output that jointly provide computational capabilities to the 
cloud environment. The concept of virtualization applies to PMs, 
allowing multiple virtual machines to be hosted on a single machine 
while providing complete separation between them [66], which can run 
multiple operating systems and applications in the same PM. The opti
mum use of these resources achieves QoS and avoids violating the SLA, 
in addition to making a profit for the cloud service providers. 

B. Storage resources 
Storage resources are crucial in CC technology, as CDCs hold large 

quantities of computing resources, typically up to millions, and store 
petabytes and even exabytes of data. Attention must be paid to ensuring 
that CDC availability, reliability, fault-tolerance, scalability, and energy 
of distributed data storage can be accomplished in the CC environment 
[67]. Amazon, Azure, and Google cloud computing providers present a 
range of storage facilities in cloud data centers, such as virtual disks, 
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database services, and object stores. Each of these resources offers 
different service levels in terms of guarantees of data consistency and 
reliability. 

The most important problems facing these resources are the elasticity 
represented in the scalability process and decreases according to the 
dynamic demand of users. It is exceedingly difficult to have high data 
consistency, atomicity, consistency, isolation, and durability (ACID) 
properties in legacy networks. As a result, a community has been created 
called "NoSQL" data storage techniques, enhanced for various organi
zational and functional circumstances [23]. 

C. Networking resources 
PMs are connected in data centers with many switches and routers 

with high bandwidth, usually based on Gigabit Ethernet or InfiniBand 
technologies. These devices are organized into groups placed on racks 
containing a group of osts to allocate the rest of the allocation tech
nology. SDN led to the emergence of virtual networks, which contain 
virtual network appliances and virtual links [64]. In a previous point, it 
is defined as any network device that is not present in a purely physical 
form but acts as a similar physical equivalent. In contrast, the last point 
is defined as every traffic flow that uses a custom link referred to as a 
virtual link. With this in mind, communications overheads imposed by 
data center networking systems and network protocols restrict the total 
efficiency of the network. The network can be classified according to 
type and topology. The network type is determined by the hardware 
used within the network, whether they are homogeneous or heteroge
neous [68]. The topology of the network is divided into structured and 
unstructured topology [69]. 

D. Energy resources 
Several sources within cloud data centers are considered energy- 

consuming, such as servers, network equipment, power supply equip
ment, conditioning infrastructure, and support services (lighting, etc.) 
[30]. Data centers are operated by one or more energy providers shifting 
through localized energy generation/storage from alternative elec
tricity, like wind and solar. Most of the current research tends to reduce 
the use of energy because it greatly contributes to increasing public 
expenditures for cloud providers and environmental pollution. 

According to Ilager et al. [70], the cumulative energy used by data 
centers in the United States has reached 2%, equal to 70 billion 
kilowatt-hours of total energy output. In addition, data centers also 
significantly increase carbon emissions as a result of greenhouse gas 
emissions. To be precise, it has been found to generate 43 million tons of 

carbon dioxide annually and continue to increase at an annual rate of 
11%. Data Center energy use could be decreased from the worst-case 
forecast of 8000 Tera Watt per hour to 1200 Tera Watt per hour by 
2030 if required. Improving energy efficiency in a CDC is important for 
cost-effective and sustainable CC. 

4.2. Parameters for resource allocating 

It is very important to define and evaluate cloud services, so we 
resort to agreements between provider and user, in addition to QoS 
parameters that measure the quality of services provided. Whereas the 
process of allocating resources always seeks to improve these parame
ters. Fig. 4 shows the proportions of the parameters used in the resource 
allocation in CC based on SDN. A summary of these parameters as 
follows: 

Response time: Minimum time to respond to a service request to 
perform the task [71]. 
Reliability: The ability to successfully complete the runtime [72]. 
Performance: The number of tasks performed on the request of cloud 
users [73]. 
Execution Time: It is also defined as completion time, which is the 
time taking to satisfy the demands of cloud users [74]. 
Workload: The amount of processing to be done out for a particular 
amount of time. It’s the ability to process cloud computing jobs [75]. 
Utilization: The overall amount of resources currently used in data 
centers. Cloud computing involves maximizing the use of resources 
to optimize the revenue and income of cloud providers to the satis
faction of cloud users [76]. 
Throughput: In cloud computing, the total number of tasks fully 
performed is within a given period [77]. 
SLA: This is an agreement that describes the QoS offered by cloud 
providers to cloud users. The Cloud provider is committed to deliv
ering its best service can serve the need of a cloud Customer and 
avoid violating the SLA [78]. 
Power: The VM placement & migration strategies used in the cloud 
data center must reduce their consumption [79]. 
Fault-tolerant: The system should continue to provide service in 
spite of the failure of resources. 
Cost: The amount to be billed for the use of CC facilities. This is an 
expense to cloud customers and a benefit and income to cloud pro
viders [80]. 

Fig. 3. Computational and network resources in cloud data center.  
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Bandwidth/speed: Maximum data transmission rate of the network 
links [81]. 
Availability: In cloud computing, it represents a collection of ser
vices that allow accessibility, maintenance, reliability, durability, 
and serviceability of the resources that depend on a request of cloud 
consumers to perform the specified or necessary activity [72]. 

5. Taxonomy of resource allocation techniques in CC based on 
SDN 

In various research areas, several methods for using CC based on SDN 
have been proposed. We conducted a thorough investigation into cloud 
computing using SDN and proposed a classification (shown in Fig. 5) to 
capture the various aspects of SDN use. Taxonomy is discussed con
cerning the optimization goal, scope method, evaluation techniques, 
and optimization methods. 

5.1. Optimization goal 

The network optimization goal, which includes resource utilization 
and QoS-aware traffic management in existing data networks, is usually 
oriented towards either optimizing throughput in congested networks 
while maintaining adequate transmission quality or balancing traffic to 
retain a potentially large free capacity for carrying additional (new) 
traffic [82–85]. In the former, efficient resource utilization [15,86,87] is 
intended to achieve power savings in the CC environment as well as for 

environmental safety and reduction in data center operational expen
ditures generate monetary benefits to providers along with environ
mental harmony. In contrast, QoS in cloud computing considers the 
attainment of user-defined performance metrics in the last point. It can 
lead to violations of agreed-upon service performance levels when 
combined with performance metrics. The SLA contracts between a cloud 
user and a cloud provider specify QoS metrics and specifics in this case. 

5.2. Scope method 

Here, we propose a taxonomy based on the scope of methodology. As 
we discuss CC based on SDN, all methods in our taxonomy are funda
mentally targeting the following: Joint Optimization-Aware Resource 
Allocation, Network- aware Resource Allocation, Application-Aware 
Resource Allocation, and Edge-Aware Resource Allocation. 

A. Joint Optimization-Aware Resource Allocation: This method aims to 
optimize both computing and network resources simultaneously. 
Recently, one of the biggest problems facing researchers is energy 
optimization [88] and network performance [89] in a CDC. It is worth 
noting that power optimization that deals with servers and DCN sepa
rately causes limitations on the network because consolidation of a 
server without taking into account the DCN could lead to traffic 
congestion and lower network performance. From this perspective, the 
joint optimization of all resources in CDCs based on SDN is used to 
overcome the problems mentioned above. 

B. Network-aware Resource Allocation: The network-only approach’s 

Fig. 4. Parameters used in Allocation.  
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scope is limited to cloud computing’s networking capabilities, with no 
consideration for servers or VMs. These techniques gather network data 
and use SDN to modify redirect policies in the clouds to address the 
resource allocation problem. 

C. Application-Aware Resource Allocation: It describes how to delegate 
applications and resources to CC. Elastic and cost-effective services are 
provided for most new internet applications by using the infrastructure 
of CC [90]. Hence, handling various requests of the cloud user appli
cation is considered a problem in CC, especially are effect totally in QoS 
in cloud computing. As a result, the application-aware resource alloca
tion in cloud-based SDN has been addressed by researchers who rely on 
load detection in the application and assign VMs or links and various 
SLAs to the applications. 

D. Edge-Aware Resource Allocation: The number of IoT devices is 
projected to reach approximately 125 billion through 2030, while the 
number of Machine-to-Machine (M2M) communications that represent 
a large proportion of IoT applications is estimated to cross nearly 45 
percent of the national network activity in 2022 [91]. So, the CDC can’t 
handle problems that arise regarding geographical distance, which 
represents the cloud data center away from the end consumers. This 
affects network performance and includes access delays, traffic loads, 
and work costs [92,93], and energy consumption. It was reported that 
the proximity of network nodes to users effectively contributes to the 
resolution of the problems mentioned above, hence the term Edge Cloud 
computing [94,95]. Edge Cloud computing [96] also called, Intel’s 
Intelligent Edge, or Microsoft Cloudnet is introduced to address these 
requirements of computing, storage, and networking services through 
highly virtualized platforms situated at the edge of a network. In terms 
of devices serving as intermediate edge nodes, communication pro
tocols, networks used by the Edge layer, and services offered by the Edge 

layer, the Edge Layer is implemented in various ways between end de
vices and the cloud. Mobile Edge Computing (MEC), Fog Computing 
(FC), and Cloudlet are three types of edge and layer implementation 
[97]. From this perspective, some researchers focus on this new concept 
and how to allocate resources in this technology with the help of SDN 
[98,58]. 

5.3. Evaluation techniques 

The assessment procedure is carried out by the researchers in the 
form of real-world implementation, simulation, or both to evaluate 
performance. 

A. The implementation: Is usually done in CC based on SDN using real 
or virtual servers and resources. While this outcome is even more pre
cise, assessing a huge scale on real-world systems is expensive because 
the price will be prohibitively high, and the management of CDC com
ponents can be extremely difficult. 

B. Simulations: As opposed to real-world implementation, can save 
money and allow for more flexibility in management. However, since 
simulation results are statistically calculated from certain settings, the 
simulation result can be inaccurate if the configuration varies too much 
from the validated environment. Simulators, such as CloudSimSDN [99] 
and a hybrid platform of Mininet [100] and POX [101] suggested by 
Teixeira et al. [102], are used at the same time to analyze CC based on 
SDN. Therefore, Openstack [103] and OpenStackEmu [104] are used for 
real implementation evaluation to attain computational and network 
resources in both cloud and SDN simultaneously. 

Fig. 5. Taxonomy of resource allocation in cloud based on SDN.  
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5.4. Strategic-based resource allocation 

On the basis of technique behavior and environment, strategic-based 
resource allocation is further divided into three groups: optimization 
technique resource allocation, dynamic resource allocation, and forecast 
resource allocation. The following are the specifics of the categorization 
mentioned above: 

A. Optimization Technique Resource Allocation: Concerning problems 
arising from various objectives, resource allocation is a major problem 
that needs to be improved. As a result, the optimization strategy method 
that allocates resources using artificial using intelligent algorithms that 
act and behave like humans is a must. modeling and evaluating solutions 
based on an objective function, then applying research methods to find 
the best solutions, are the responsibilities of optimization algorithms. 
Depending on the number of goals included in the evaluation method
ologies, the goal function can be computed using a single goal or mul
tiple objectives optimization. Many intelligent methods have been 
developed, including deterministic and stochastic algorithms, to 
improve resource allocation in CC based on SDN, depending on the 
details of the algorithm and the approach for solving problems. Deter
ministic algorithms use a predictable path and variables, while sto
chastic algorithms use unpredictability in the direction and variables. 
There are two kinds of stochastic algorithms: heuristic and meta- 
heuristic. Heuristic methods find a suitable optimum solution with 
low computational cost, but they aren’t guaranteed to do so [105]. 
Meta-heuristic algorithms, which combine randomization and local 
search, outperform simple heuristics in most cases [106]. 

B. Dynamic Resource Allocation: The fluctuating demands of cloud 
users are one of the issues that exist in CC based on SDN, so dynamic 
resource allocation in cloud computing must satisfy the allocation based 
on the changes that occur in the system on a regular basis. Dynamic 
resource allocation techniques are used to handle and meet these un
predictably high demands based on user needs in various scenarios and 
workloads. It also entailed securing QoS in order to prevent SLA 
violence. This personalization approach is used in a variety of strategies 
by researchers [107–110]. 

C. Forecast Resource Allocation: Predicting future user demand, 
influencing resource requirements, and automatically assigning re
sources are all considered important in cloud computing resource allo
cation [111,112]. Forecasted resource allocation is used for such reasons 
to allocate or reserve resources for the upcoming before they are 
requested. It is important and necessary for effective resource manage
ment in CC based on SDN. 

6. Resource Allocation in cloud computing based on SDN: 
Current research 

Following the classification proposed in Section 5, we present the 
related surveys published in cloud computing based on SDN in this 
section. Using the taxonomy outlined in the previous section, we cate
gorize the most recent research based on the paper’s main contribution. 
In this section, we use the survey’s main goal as the basis for classifi
cation. The subgroups employed for more classification of the studies 
surveyed in this portion are shown in Fig. 6. The literature for each 
category is described in detail below. 

6.1. Joint optimization-aware resource allocation 

Recently, one of the most pressing issues confronting researchers has 
been how to develop both computing and network resources at the same 
time without affecting the other. Fig. 7 illustrates the Joint 
Optimization-Aware Resource Allocation and the parameters used in 
each case. The researchers’ point of view on Joint Optimization-Aware 
Resource Allocation is split as follows: 

A. Energy-aware resource allocation 
Energy efficiency is an important and fundamental research issue in 

CC. The energy efficiency of CDCs using SDN technology is improved by 
reducing the energy consumption in VM and network using placement, 
consolidation, and overbooking techniques [113]. The initial placement 
of VMs, migration, and the consolidation of VMs into fewer servers 
contribute to an optimization of the total power usage of the data center 

Fig. 6. Studies SURVEYED SCOPE.  
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as a whole. Adopting SDN into IoT, especially machine-to-machine 
communication, facilitates smart energy management, especially in 
resource allocation mechanisms [114]. 

Additionally, the overbooking techniques, which put more than VMs 
into a host to optimize resource utilization, often contribute to power 
saving. Hence, the integrated methods are then used to take into account 
both the network and the servers simultaneously rather than doing the 
optimization process separately. 

To attain a trade-off between power-saving and fulfill user QoS re
quirements while eliminating the network congestion, the QRVE 
mechanism based on distributed ODL controller is propose by Habibi 
et al. [115]. Therefore, QRVE partitions the fat-tree topology into clus
ters and applies the VM placement algorithm to fulfill users; SLA and 
saves power in the DCN. Then, the routing algorithm is applied to the 
current DCN topology to consider the elephant flow technique to avoid 
congestion. Even so, the mechanism does not use the migration tech
nique and applying it in the emulator environment. Likewise, Son et al. 
[116] formulated SLA minimization and power reduction as a 
multi-commodity problem; therefore, they dealt with each one sepa
rately. They applied dynamic overbooking policies to dynamically 
allocate a host and network resources by monitoring historical real-time 
workload utilization using correlation analysis. They took advantage of 
virtualization abilities and SDN for VM placement and traffic consoli
dation to implement this work in a data centers homogeneous configu
ration. Lin et al. [117] presented a unified solution containing flow 
migration and VM migration for the SDN based cloud data centers. Two 
techniques accomplish this work: traffic-aware flow migration with a 
dynamic-reroute algorithm (DENTIST) into DENDIST-FM for SDN and 
energy-and-topology aware VM migration (ETAVMM) to enhance power 
conception as well as network performance. The unified solution is 
tested and implemented using Network Simulator (NS2) [118] v2.34 
and CloudSim v3.0 [119]. 

In optimizing resource efficiency and reducing energy usage, the 
prior concept relies on VM placement, irrespective of the inherent traffic 
between VMs. However, designing power-saving routing and flow 
scheduling in the latter process, neglecting resource requests in VMs. 
Therefore, joint optimization by utilizing VM placement and flow 
routing is considered. For these purposes and to simplify the joint 
problem, Jin et al. [120] transformed the VM placement problem into 
the routing problem. Thus, the authors used the clusters mechanism to 
attain a fast completion time of large SCALE VMs in DCN. The depth-first 
best-fit routing algorithm is also utilized to quickly find the paths for 
both host and network to maximize flow consolidation. The proposed 
approach is evaluated in both simulation and real implementation using 
a fat-tree topology-based OpenFlow system. Furthermore, Yu et al. 
[121] focused on allocating VMs and interconnection between them by 
implementing a new heuristic algorithm from the Data Field. However, 
VMs migration and traffic congestion aren’t considered in the 
improvement. 

Zheng et al. [122] present PowerNetS to save energy based on 
important observations by correlating the workloads of various hosts 
and DCN traffic flows throughout server consolidation. PowerNetS re
sults in lower cross-server traffic and thereby lower power consumption 
and reduced network delays. It is worth noting that this work utilized 
homogeneous servers and did not consider VM placement. 

SDN assisted Virtual Data Center (VDC) embedding solution called 
SAVE [123] is a solution that allocates VMs among multi-data centers. It 
was formulated based on three key technologies: VDC embedding, dy
namic traffic engineering, and Locator/Identifier Separation Protocol 
(LISP) based VM live migration. Hence, SAVE can discover the best VDC 
components mapping and the optimal routing paths on various data 
center environments; to lower power consumption to maximize the 
revenue of cloud providers. SAVE has been tested and implemented with 
three heuristic algorithms to solve a VDC embedded problem using the 
Mininet emulator. 

On the other hand, Liao et al. [124] focus on designing a hybrid 
partheno-genetic algorithm to fix the energy consumption optimization 
in CDC based on SDN. Subsequently, the proposed algorithm addresses 
VMs migration and integration of CDC by considering flow bandwidth 
between VMs, therefore reducing active servers and switches in DCN, 
which reduces the whole cloud data center equipment that consumes 
power. Various energy-aware resource allocation mechanisms are 
compared on different scales, and the main differences are listed in 
Table 2. 

B. QoS-aware resource allocation 
A few of the challenges that cloud computing applications face are 

related to QoS management, which is how to allocate computing and 
network resources that are appropriate for each application. Network 
virtualization was one of the solutions suggested. Network virtualization 
is to partition physical network resources such as storage devices, 
operating systems, or any processing factor in CDCs into smaller seg
ments and rent it to cloud tenants such as cloud-based VM allowed by 
host virtualization. Several authors have introduced methods that use 
virtualization technology to dynamically and statically map available 
resources while optimizing the number of servers used, tracking appli
cation requests, and supporting green computing. 

Reference [125] formulated a method to allocate adequate resources 
to high-priority applications in multi-tenant cloud data centers that meet 
QoS requirements for the application. The authors proposed a combined 
algorithm contain a priority-aware VM allocation algorithm and 
bandwidth-allocation algorithm, which are used to allocate computing 
and networking resources for high-priority applications even in the case 
of cloud computing is busy. The work was implemented using Cloud
SimSDN for both synthetic and real (Wikipedia) workloads. Allocating 
virtual infrastructure in the cloud data center has become a challenge 
despite implementing SDN in its infrastructure. In contrast, SDN has 
demonstrated other challenges related to limiting flow size tables, 

Fig. 7. Joint optimization- aware resource allocation parameters.  
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Round Trip Time (RTT) to the controller increases when flow tables are 
missing and long hosting routes. 

Consequently, QVIA-SDN [126] formulates the problem of allocation 
of physical resources to host VIs on SDN-based data centers in addition 
to the constrain that appeared when using SDN in the cloud environ
ment. All traditional aspects and SDN problems are expressed as Mixed 
Integer Program (MIP) and then convert MIP to a linear program and 
rounding heuristic techniques to reduce internal latency and granted 
other QoS restrictions when applying QVIA-SDN. It is worth noting that 
this method did not take VMs placement and migration techniques. 
Similarly, Cziva et al. [127] presented a server-network framework 
using SDN based on DC infrastructure to solve the problems resulting 
from the use of VMs and consolidation in the data centers and the 
problem that appeared when using SDN in the DCs. Live VM migration is 
introduced to minimize network-wide connectivity costs and alleviate 
congestion for higher layers in the DC network hierarchy. Additionally, 
this proposed architecture can potentially provide connectivity among 
the network infrastructure and the VMs hosting hypervisors in DC. 

Worth noting that some related works were aimed to attain profit pro
vider revenues and reducing consumer cost through jointly virtualized 
computing and networks. Chase et al. [14] presented a unified algorithm 
that decides to allocate VMs and network bandwidth in CC based on SDN to 
reduce consumers’ costs. The authors have formulated the problem of sto
chastic integer programming (SIP) using a two-stage approach to obtain the 
right decision. This work was only concerned about reserving the resources 
and was not concerned with the migration and placement process of VMs. 
Meanwhile, WARM [128] was formulated based on the floodlight controller 
and cloud controller, aiming to maximize the revenue of cloud providers by 
considering VMs and network links workloads. WARM schedules a VM and 
routing path for an application that used a hybrid metaheuristic algorithm 
called HCSP. Nevertheless, WARM assumes that VMs have static scheduling 
and ignores their dynamic migration and placement of VMs. A 
load-balancing algorithm based on Particle Swarm Optimization (PSO) is 
proposed in [129] to allocate virtual machines and network paths to fulfill 
cloud user applications in an optimum manner. 

The work carried out in [130] focused on utilizing a competition algo
rithm to select virtual resources that satisfy requests of IaaS as well as 
employing OpenFlow as an abstraction layer. Performance evaluation when 
implementing the framework using physical test-bed and Mininet has 
shown effectiveness in controlling allocating infrastructure by users and 
reducing request service times and load, which resulted from selecting VMs 
close to the user. Table 3 shows the different techniques that have adopted 
the allocation of resources that depend on QoS, the factors that were 
measured in each study and the algorithm that was applied, and the 
weaknesses of each technique. 

C. Discussion 
The joint optimization for solving the power consumption problem of 

the CDC-based SDN remains a complex problem. Most of the work 
mentioned above focuses on solving a specific problem, either the 
migration process for VMs, VMs placement, or consolidation process to 
reduce the use of both hosts and links. Meanwhile, the joint optimization 
process must use algorithms to solve all the processes jointly. We find 
that techniques using routing algorithms focus on routing outside 
servers and are not concerned with internal links between VMs. Even in 
the consolidation process, the appropriate number of servers and 
network bandwidth was not estimated. Hence, meta-heuristic algo
rithms must be included to improve the joint optimization problems in 
the future. 

The QoS parameters measured within cloud data centers differ, resulting 
in different problems, limitations, and solutions appearing within cloud 
computing data centers. Although, the user’s QoS requirements are met due 
to connection and node capacity constraints. However, even in this case, 
QoS still seems to be NP-hard in joint optimization, which indicates the 
difficulty of the problem(s). To date, there is no estimation algorithm used to 
resolve the common optimization technique. Although some approximation 
algorithms have been suggested (e.g., [14,125]), they simplify the problem 
and restrict the QoS parameters. As a consequence, only accurate MIP 
methods, heuristics, and metaheuristics are proposed to address this 
problem. 

Table 2 
Energy-aware resource allocation mechanisms.  

Reference/ 
Year 

Algorithm Parameters Improvement Weakness  

Habibi [115] 
(2017)  

QoS-aware routing and 
energy-efficient VM placement with elephant 
flow detection (heuristic algorithm).  

Energy and SLA. Improvement of performance and energy. This research considered an SDN 
distributed architecture, unlike 
other approaches. 

Jin [120] 
(2014) 

ILP (depth-first, best-fit rule) Memory capacity 
and link 
bandwidth.  

Minimize energy. This method does not consider 
any VM migration technique. 

J. Son [116] 
(2017)  

VM placement and migration algorithm. Energy and SLA. Maximize energy cost savings and minimize SLA 
violation.  

This study applied only to 
homogeneous networks. 

Zheng [122] 
(2014) 

Correlation analysis and heuristic algorithm. Energy. Less traffic between servers thus saving more 
power and shorter network delays.  

Utilized homogeneous servers 
and also VM placement does not 
take into consideration. 

Lin [117] 
(2013) 

Dynamic and Disjoint Edge Node Divided 
Spanning Tree (DENDIST), Traffic-aware flow 
migration (FM), and Energy-and-Topology- 
Aware VM Migration (ETA-VMM). 

Energy, 
throughput. 

Reducing unwanted traffic in the data center 
network, unsustainable power consumption due 
to inadequate routing control, and inappropriate 
assignment of the VM.  

This study only considers the 
network traffic of the VMs 
placements to reduce energy 
consumption. 

Liao [124] 
(2018) 

Hybrid partheno-genetic algorithm. Energy. A practical solution to the rigid problem in 
traditional network architecture.  

This research does not fully solve 
the problem of scalability. 

Yu [121] 
(2016) 

Heuristics for VM placement and jointly 
routing. 

Energy. Saves power consumption and improves network 
performance. 

Mechanisms do not care about 
traffic congestion and ignore 
memory resources for VMs.  

Han, Yoonseon 
[123] (2015) 

Heuristic algorithm for resource raising, 
a heuristic for resource falling, and heuristic for 
traffic engineering. 

Energy and 
bandwidth. 

Energy reduction. This method did not consider the 
lifetime of VDCs and arrived and 
left time of their requests.  

A. Mohamed et al.                                                                                                                                                                                                                              



Computer Networks 195 (2021) 108151

13

Table 3 
QoS-aware resource allocation.  

Reference/Year Algorithm Parameters Improvement Weakness  

de Souza [126] 
(2019) 

Mixed Integer Program (MIP) and 
rounding heuristic Deterministic Path 
Search (DPS) algorithm. 

Latency, bandwidth. Heuristic techniques have been used in 
traffic engineering to reduce data center 
usage and improve QoS from a 
consumer perspective. 
also, the SDN issue was resolved.  

This study does not take VMs placement 
and migration techniques into 
considerations. 

Chase [14] 
(2014) 

Stochastic integer programming. VM cost and the 
bandwidth cost. 

reserve VMs and network bandwidth to 
minimize cost. 

This method numerical implemented.  

Govindarajan  
[129] (2017) 

Particle Swarm Optimization (PSO). Throughput, 
resource utilization, 
performance, and 
response times.  

Achieve QoS. This study does not directly address their 
QoS requirements. 

Cziva [127] 
(2016) 

Migration algorithm, round-robin, best- 
fit, and lookahead. 

Link utilization, 
overall communication 
cost, throughput, 
VM-to-VM 
communication cost, and 
number of migrations.  

SDN can manage the network, VMs, and 
hypervisors. 

The major disadvantage of the designed 
approach was its inability to manage 
dynamic traffic loads, particularly in 
congested networks. 

Yuan [128] 
(2018) 

A hybrid meta-heuristic algorithm called 
Hybrid Chaotic Simulated-annealing PSO 
(HCSP).  

RTT.  Increase the profit of cloud providers. This method focuses on cloud computing 
only. 

J.Son [125] 
(2019) 

Priority-aware VM allocation (PAVA), 
Bandwidth Allocation (BWA), First-Fit 
Decreasing (FFD), Dynamic Flow 
Scheduling Algorithm (DFSA).  

Priority, VM capacity, the 
bandwidth requirement, 
and 
energy. 

Reduce energy and perform QoS 
requirement for high priority flows by 
allocating sufficient bandwidth.  

The proposed work considers only the 
number of cores for defining a VM. 

Amarasinghe  
[130] (2017) 

2P-IaaS 
composition algorithm. 

Request service times, 
efficiency, and 
scalability. 

Full control in allocating IaaS with 
satisfy QoS. 

The major disadvantage in distributed 
mobile clouds is that service performance 
can be affected during a user mobility 
event.  

Fig. 8. Network-aware resource allocation parameters.  
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6.2. Network- aware Resource allocation 

Many researchers focus on resource allocation problems in the 
network to address how to provide link bandwidth and routing processes 
in the switches [16]. In the former network architecture, this problem 
hinders, especially in cloud computing networks that cause degradation 
in QoS and power consumption. As the idea of network programming 
and virtualization appeared, the process of controlling and allocating a 
network became simplified [131]. In SDN, network virtualization is the 
method of integrating software and hardware network; hence its func
tionality performs by a software-based virtual network. When SDN is 
combined with cloud computing, it facilitates network resource alloca
tion, leading to improved QoS and reduced power. From this perspec
tive, there are two directions for the researchers’ a) energy-aware 
network resource allocation and b) QoS network resource allocation. 
Fig. 8 shown the parameters used in each case. 

A. Energy-aware network resource allocation 
The data center’s networks consume 10–20% of its total power only 

[132]. Although this percentage is small relative to the consumption of 
computing nodes, it reached 3 billion kilowatts in 2006 alone in the U.S 
[133]. Rising power consumption has limited the potential growth of 
cloud computing services and has contributed to economic and envi
ronmental crises. So, some researchers goal to significantly reduce this 
rapidly growing energy cost of in-network devices. 

Subbiah et al. [134] devised an innovative way to implement the 
routing algorithm inside switches to detection the best efficient paths 
that consume less energy to route the packet. Furthermore, An 
energy-efficient routing algorithm that relies on Particle Swarm Opti
mization (PSO) has been applied in the Open Daylight Controller [135] 
to find a routing strategy from source to destination that consumes less 
power. Also, BEERS [136] is a flow scheduling and routing model based 
on the SDN controller that allows BEERS to handle SDN switches using 
the OpenFlow protocol and uses the Northbound APIs to communicate 
with servers through centralized control. BEERS can detect the routing 
path by measuring the flow transaction length with flow demands and 
link utilization. Simulation results demonstrate that BEERS can achieve 
power saving for the active switches of traffic in the data center. How
ever, BEERS only took the deadline for flow and used only matching 
links. To demonstrate network scalability in an SDN environment, 
Subbiah et al. [137] constructed a virtual tenant network utilizing 
multi-tree rooted topology to simplify the complexity of the network and 
minimize the expenditure of infrastructure. This work also attains saving 
power in switches by the proposed VTN Based Energy Efficient Traffic 
policy algorithm. 

ElasticTree [50] is an SDN-based network power manager that 
dynamically shuts down unused links and switches in the data center to 
reduce power consumption. ElasticTree is implemented by using three 

consolidation methods formal model, a greedy bin-packet, top
ology-aware heuristic. This work can handle unexpected traffic load that 
happens dynamically in the network. ElasticTree focused on providing 
power provisioning in network elements but not considered VM place
ment optimization and VM migration. Studies on energy-aware network 
resource allocation are shown in Table 4. 

B. QoS-aware network resource allocation 
In a network, QoS is an essential possession as it is the mechanism 

that determines how the service is provided. QoS parameters involve 
assured network bandwidth and latency, loss rate, and congestion con
trol. Despite, SDN Controller offers data flow functionality, customer 
and cloud provider QoS management remains a tough challenge. In 
other words, QoS strategy and management techniques that assign 
constraints of consumer and provider does not provide by SDN 
Controller. Hence, some studies sought to integrate and develop a 
mechanism to provide QoS in an SDN controller. As a result, Akella et al. 
[51] utilizing SDN-based OpenvSwitch [138] to assign QoS bandwidth 
to the multimedia requirements needed by cloud users. This work serves 
many cloud consumers with different service applications. This work 
also used a virtual laboratory to implement this approach. 

Govindarajan et al. [52] proposed Q-Ctrl, which slices the network 
and selects various flow applications to monitor and handle the QoS 
specifications in the SDN-based cloud infrastructure, the OVS switch, 
and the Mininet simulator. Their proposed system mainly focuses on 
small-scale networks to allocate video streaming bandwidth between 
VMs in the cloud infrastructure. As well as SDN-based network alloca
tion technique is proposed by [139]. Whereas the high-priority jobs have 
been allocated more bandwidth, depending on the pre-configuration 
policy taken from the application layer after getting any job weight. 
This method also extends the floodlight module controller to implement 
this prototype system. 

In order to fulfill the QoS constraints in a multi-path data center 
operated by an SDN controller, Wang et al. [140] propose a 
latency-aware flow scheduling approach that meets the QoS require
ment and the estimate needed for the bandwidth of the application for 
each tenant. Therefore, the authors designed MAPLE-Scheduler based on 
SDN to reschedule some suitable paths to maintain delay performance 
within QoS objectives while applying load balance across links. In [13], 
depending on the SDN and the genetic algorithm, an offline network 
resource pre-allocation model was proposed. Hence, this model can 
pre-calculate paths between any two virtual machines using the cloud 
center network and cloud service providers’ common multipath feature. 
Chenhui et al. [141] focus on differentiating the traffic flow into QoS 
flow and best-effort traffic. The proposed method reroute a feasible 
high-priority flow path that uses the routing optimization algorithm to 
ensure specific needs. They incorporate queue technology to assign 
enough bandwidth for top priority streaming whenever the routing 

Table 4 
Energy-aware network resource allocation.  

Reference/ 
Year 

Algorithm Parameters Improvement Weakness  

Heller [50] 
(2019) 

Greedy bin-packer, topology-aware 
heuristic, and prediction methods. 

Energy Elastic Tree can make robustness and 
performance while lowering the energy 
bill.  

This study does not consider VM placement 
optimization and VM migration.  

Subbiah [134] 
(2016) 

Particle Swarm Optimization (PSO) 
based energy-aware 
Through open virtual switches.  

Energy Save energy 
And improve network performance.  

The work did not take into account network 
requirements when applied in the emulator 
environment.  

Xu [136] 
(2017) 

Bandwidth-aware Energy Efficient 
Routing algorithm with SDN 
(BEERS).  

Link utilization, switch 
utilization, and energy. 

Less energy cost. There was no guarantee that the network would 
constrain flows. 

Sankari [137] 
(2016) 

VTN Based Energy Efficient Traffic 
Policy (VTNBEETP) algorithm. 

Energy. Improve scalability and reduce energy. This research used a specific topology only.  
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algorithm could not find the appropriate path. 
Allocate network resources while reducing total cost in cloud 

computing based on SDN has been presented by Abdallah et al. [142]. 
The strategy focuses on allocating VMs based on a centralized SDN 
controller to avoid the link connection. Notably, this method used 
licensed software and storage size required on VMs to perform the ser
vice conversely, ignoring VMs placement and migration. 

Tajiki et al. [143] utilize BLP to formulate the traffic forecast in 
software-defined cloud networks that both reduce overall bandwidth 
loss as well as mitigate increased link utilization that is subject to, e.g., 
delay, bandwidth, and flow protection. Similarly, The work performed 
at [144] focuses on dynamic network programming with optimized 
routing traffic in OpenFlow-based networks. This work aims to ensure 
(QoS) requirements for various applications, proactively prevent 
resource wastage and congestion, and reduce network burden in the 
reconfiguration process by applying QoS-aware Network Reconfigura
tion Relaxed QNR. Table 5 shows various former mechanisms that are 
used in QoS network resource allocation. 

C. Discussion 
In data center networks, the power problem is a very important issue, 

as the question that begs is the appropriate parameters that are 
measured within the network and the methods used that reduce energy 
consumption. One of the most popular ways to reduce energy con
sumption is through consolidation, which has been used to reduce the 
number of links and switches by leaving unused network devices in sleep 
or off mode to save power, thus sacrificing network performance, 
increasing network delay, and unreliable links with higher utilization. 
Accordingly, much current literature adopts a routing algorithm to 
overcome energy consumption in network components. The routing 
algorithm is s still not very satisfied, which encourages us to develop the 
algorithms and further the efficiency of the algorithms in practice. 

As SDN grows, providing QoS to SDN/OpenFlow networks requires 
more study by research and business. Therefore, the primary objective of 
QoS is to prioritize QoS parameters, including but not restricted to 

bandwidth latency and loss of packets. Therefore, the provision of QoS 
depends mainly on the SLA between side-users and service providers. 
One such strategy is well adapted to the best effort procedure but does 
not help manage traffic accurately. We can see how the QoS problem 
and its parameters have become more difficult to overcome. Noting that 
most of the work is done concerns only algorithms that solve the 
bandwidth problem and ignore other parameters, so we need to survey 
the relevant literature in these areas, considering the new restrictions 
imposed by its SDN. 

6.3. Application-aware resource allocation 

Elastic and cost-effective services are provided for the majority of the 
new Internet applications by using the infrastructure of CC [145]. 
Hence, handling various requests of the cloud user application is 
considered a problem in CC, especially are effect totally in QoS in cloud 
computing. As a result, the application-aware resource allocation in 
cloud-based SDN has been addressed by researchers who rely on load 
detection in the application and assign VMs or links as well as various 
SLAs to the applications. In other words, it describes how applications 
and resources are delegated to the cloud. Fig. 9 shows the parameters 
used in the allocation. 

App-RA [146] is an OpenFlow-based network resource allocation 
that uses a neural network to forecast the number of resources that the 
application needs in a cloud data center and then assign appropriate 
VMs to satisfy SLA violations and maximize power savings with the help 
of CICQ switches [147]. Further, to fulfill the network requirements of 
various applications, App-RS [148] proposed allocating network re
sources depending on network requirements parameters of each appli
cation using the Lagrange Relaxation based aggregated cost Dijkstra 
algorithm. Likewise, Aziz et al. [90] present modern network provi
sioning services of application-aware. The fat-tree topology of DCNs is 
replaced and utilized NEPHELE topology based on the N controller to 
include hybrid electronic-optical architecture for DCNs. 

The research work carried out in [149] focuses o on dynamic QoS 

Table 5 
QoS-aware network resource allocation.  

Reference/Year Algorithm Parameters Improvement Weakness  

Guo-Hong [139] 
(2017) 

Bandwidth allocation strategy. Bandwidth. Better performance. Considering only high priority job.  

Govindarajan  
[52] (2014) 

Iperf network monitor tool. Bandwidth, queue size, and 
delay. 

Applying the QoS in a common 
environment (SDN, OVS, and Mininet 
simulator).  

Use only default routing technologies. 
Additionally, this method was only applied to 
a single scale domain.  

Akella [51] 
(2014) 

QoS routing algorithm. Delay (RTT), available 
bandwidth, and number of 
hops.  

QoS for all cloud users. This study does not show Simulation and 
comparison results.  

Wang [140] 
(2017) 

Flow scheduling algorithm. Link utilization and delay. Ensuring QoS in multi-pathing data 
centers.  

The case of carrier networks has largely been 
overlooked.  

Guo [13] (2018) Multi-path genetic algorithm 
(MPGA) and single-path genetic 
algorithm. 

Bandwidth. Enhance network resource allocation, 
gain more provider profit, and satisfy the 
consumer requirements.  

This study only considers the single-path 
transmission. 

Abdelaal [142] 
(2017) 

Network-aware resource 
allocation strategy. 

Link bandwidth. Reduce the use of upper-layer links. This study does not take into account the 
reduced power consumption in a cloud data 
center environment. 

Tajiki [144] 
(2016) 

Binary Linear Programming 
(BLP). 

Maximum link utilization, 
routing matrix 
elements, packet loss, and 
throughput. 

QoS requirements for many applications 
and can proactively prevent congestion 
and resource waste. 

This research does not take into 
consideration the elephant flows when 
detecting the congestion. 

Tajiki [143] 
(2017) 

QoS-aware Network 
Reconfiguration (QNR) and 
relaxed QNR 

Network reconfiguration 
overhead, delay, packet 
loss. 

Effectively reduce restructuring costs 
according to application QoS flow 
requirements. 

This method ignores the problem of service 
function chaining (SFC) concerning the 
energy consumption of the VNFs. 

Chenhui [141] 
(2015) 

Lagrange relaxation based 
aggregated cost and Dijkstra 
algorithm. 

Bandwidth, packet loss, 
jitter, delay, and 
throughput. 

QoS is assured 
for all cloud users.  

This work used a specific topology only.  
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routing for only video applications that employ the Lagrangian Relax
ation Based Aggregated Cost (LARAC) algorithm. Table 6 compares the 
techniques according to allocate resources in cloud computing based on 
the application’s user’s request. Another work focusing on integrated 
computing and networking resources to optimize performance in the 
multi-tenant data centers was proposed in [150]. The optimization 
process studies the application that requires heavy data transfers and 
tight time constraints and then monitors the state of the underlying 
physical resources to match the application’s requirements. 

Papers that consider the allocation of resources as per the needs of 
each application’s needs, which can be accomplished through the 

current methodology, are the main controls and gimmicks of these al
gorithms to achieve the specified objectives. Notably, some authors used 
the LARAC heuristic method to determine the routing optimization 
problem separately for each source and destination pair, increasing the 
overall time complexity. Therefore, we need to modify the LARAC al
gorithm to reduce the number of routing optimization problems. Also, 
high priority applications must not eliminate the low priority applica
tion in the allocation. This allows us further to boost the competitive 
ratio of algorithms in theory and boost the effectiveness of algorithms in 
practice by exploring more QoS parameters for different applications. 

6.4. Edge -aware resource allocation 

Allocate resources in Edge- cloud technology to fulfill the QoS 
requirement and save power consumption fully is addressed as well as 
the measured parameters illustrated in Fig. 10. 

Workload slicing scheme is built-in [151] to manipulate large data 
applications in an edge cloud environment. SDN-based control is used to 
perform the inter-DC migrations and guarantees traffic flow scheduling 
with power optimization. Also, the Stackelberg game is executed to 
deliver the best inter-DC migrations. Likewise, MEnSuS [152] design to 
handle the different incoming workloads from consumers, which can 
classify types of jobs using an SVM-based scheme. This design reduces 
SLA violation by using renewable energy sources RES. The switch 
consolidation strategy has been introduced to save energy usage, delay, 
and increase bandwidth utilization. 

The latency-aware policy was presented by [153], which aims to 
handle fog traffic steered to DCs. It also offers dynamic resource savings 
in an optical wide-area SDN that facilitates energy-conscious interaction 
between cloud and fog. Cao et al. [154] and others suggested a new 5 G 
IoV architecture based on fog computing and SDN to address the needs 
of IoV. Whereas the effective use of heterogeneous computing resources 
to guarantee QoS is a critical problem with this system. Consequently, 
the authors improved the two architecture algorithms by using the 
concept of hierarchical clustering to overcome the shortcomings. 
Noteworthy, experiential results show that the optimized algorithm is 
capable of obtaining the best experiments. Likewise, IoV setting, the 
resource allocation scheme derived from other algorithms improves 
service delay, task execution stability, power consumption, and load 
balancing. 

The research work carried out in [155] introduced a resource allo
cation framework called IaaSP-SDN to interconnecting the edge cloud 
data center. IaaSP-SDN used mathematical modeling that implements 

Table 6 
Application-aware resource allocation.  

Reference/ 
Year 

Algorithm Parameters Improvement Weakness  

Hong [146] 
(2014) 

Neural network based.  Response time Meet SLAs, allocate and predictive resources (VMs and 
network) effectively, reduce application power 
consumption, and adapt all application types to a cloud 
data center-based SDN.  

This technique focuses only on the 
response time parameter to check 
violation of application and predict just 
VMs resources. 

Cheng [148] 
(2015) 

Dijkstra’s algorithm and 
Lagrange relaxation 
based aggregated cost 
algorithm. 

Tolerance to delay, 
bandwidth ratio, delay 
variation, and packet loss 
rate. 

A QoS-conscious routing strategy has been optimized for 
many groups of applications to satisfy the network 
requirements of SDN-based cloud data centers.  

This mechanism does not solve the SDN 
problem related to the limiting flow table 
size of the switch. 

Aziz [90] 
(2017) 

REST APIS. Bandwidth. Build a new structure of DC-based on SDN.  __ 

Egilmez  
[149] 
(2013) 

Lagrangian 
Relaxation Based 
Aggregated Cost 
(LARAC) algorithm. 

Delay variation. Enhance QoS for video application. This study focuses on one application and 
takes one SLA parameter.  

Cucinotta  
[150] 
(2014) 

Integer Linear 
Programming (ILP). 

Response times. Offers high performance in a multi-tenant data center. This work focuses on cloud computing 
only.  

Fig. 9. Application-aware resource allocation parameters.  
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IaaS allocating of IaaI requests. Metro Optical Network topology is used 
to implement the framework under the management of the SDN 
controller. The authors are also concerned with the position of the SDN 
controller, and thus they compute several parameters that aid in the 
process of selecting the position of the SDN controller. 

Hierarchical edge-cloud SDN (HECSDN) is proposed by [156] to 
solve the problem of delay resulting from congested by heavy flows 
related to the limited controller of computation-resource. The suggested 
model was tested using the MATLAB optimization toolbox, and the re
sults showed the effectiveness of the control system over a large-scale 
SDN network despite affecting the efficiency and QoS of different 
network applications. Table 7 illustrate the summary of researchers in 
edge cloud computing based on SDN. 

As in edge clouds, the resource allocation issue must be determined 
by the location of the user, as well as the wireless network between both 
the user and the edge server, and the wireless connectivity between the 
edge server and the cloud server, taking into account the position of the 
SDN controller. In other words, taking into account the combination of 
every one of the various QoS parameters and the power consumption 
will make it very difficult to solve this problem and motivate us to look 
for it in future work. 

7. Open research challenges and future directions 

The difficulties of allocating cloud resources revolve around hard
ware heterogeneity, workload prediction, and requirements of cloud 
providers and consumers. In this sense, the availability of resources and 
the optimum use of usable resources for applications to meet the QoS 
performance objectives in compliance with the SLA is an important 
issue. In contrast, QoS describes the level of consistency, reliability, and 
availability provided by the services. Also, it is difficult to delegate due 
to changing workloads over time that affect various resource re
quirements of cloud service providers. Likewise, the heterogeneity of the 
devices and technologies used within the cloud makes resource alloca
tion a challenge. It is worth noting that there are several concerns 
related to resource allocation in cloud computing systems, including 
QoS, energy usage, VM migration, provider earnings, utilization ex
penses, and multi-agent technologies [157]. 

Even as SDN technology has been implemented into cloud 
computing, several negatives have arisen. They can be summarized as 
follows: 

1.The size-limited flow table is incorporated in the physical switch. 
2.The placement of the SDN controller increases the round-trip time 
when a flow-table miss occurs. 
3.And long host routes. 

Table 7 
Edge-aware resource allocation.  

Reference/ 
Year 

Algorithm Parameters Improvement Environment  

Aujla [152] 
(2018) 

Workload slicing and scheduling algorithm, Energy- 
aware flow scheduling algorithm, and Stackelberg game 
for inter-DC migration.  

Energy, delay, SLA violations, 
migration rate, and cost. 

Save energy and reduce the delay and cost 
of the inter-DC relay process. 

Edge–cloud 
computing. 

Zaman [155] 
(2019)  

Linearization of quadratic, column generation 
formulation. 

QoS, cost, and path routing. Provisioning IaaS requests in ECDC, and 
optimal location to select SDN controller 
placement.  

Edge–cloud 
computing. 

Aujla, [151] 
(2018) 

Workload classification algorithm, server consolidation 
scheme, and two-stage game for workload scheduling.  

Energy, SLA, delay, and 
bandwidth. 

Lesser violations of the SLA, delays, 
migration costs, and power. 

Edge–cloud 
computing. 

Borylo [153] 
(2016) 

Latency Aware policy. Latency and power. Reduce latency and carbon footprint.  Fog computing. 

Lin [156] 
(2020) 

Edge-cloud SDN (ECSDN) algorithm. Delay. Overall performance and QoS of different 
applications with Various traffic patterns.  

———– 

Cao [154] 
(2021) 

Two-architecture algorithm. Service delay, stability of task 
execution, and energy 
consumption. 

Better resource allocation in 5 G IoV. 5 G and fog 
computing.  

Fig. 10. Edge -aware resource allocation parameters.  
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In the future, we expect the need for modeling components to predict 
resource requirements, assigning an optimum VM for each application, 
and choosing the appropriate link to minimize congestion and power 
consumption. Furthermore, forecasting technology may also be used to 
predict QoS for each application that interacts dynamically with 
network boundaries in a cloud-based manner in an effective manner. 
Worthwhile, most of the methods that were applied to achieve resource 
allocation in cloud-based on SDN are applied to small-scale experi
mental and simulation environments, as shown in Fig. 11. 

We also need to use meta-heuristic algorithms in the allocation 
process as they help find the solution in a fast and correct way by 
combining them with other algorithms that depend on the population, 
or depend on nature, or rely on biology some exploratory and meta- 
algorithms based on local search. One of the benefits of integrating 
two population-based meta-heuristic algorithms would be that the 
abilities of another algorithm can balance the deficiencies from one al
gorithm. Furthermore, more research is needed to examine other pa
rameters regardless of power, bandwidth, and predominant usage. The 
researchers also recommend more research on the following points. 

Edge computing: We need to move a massive amount of data across 
geographically dispersed data centers using backbone networks to effi
ciently handle big data and the IoT [95,158]. Therefore, the overheads 
generated by migration between inter-DC cause a high speed of data 
movements across various DCs and may incur significant costs [159]. 
Moreover, the positioning of SDN controllers is one of the big issues in 
the edge cloud data center. Even of many advantages of edge computing, 
such as location, user mobility, and network connectivity [160], 
numerous interactions and computing-related issues for future IoT sys
tems now have to be answered [91]. Furthermore, workload forecasting 
and resource utilization efficiency at both the hardware and software 
levels require more study. 

QoS parameters: Adaptation of SDNs within the cloud computing 

environment presents new challenges for physical switches and network 
topology. These points must be considered, including the measurement 
parameters to ensure the QoS within the cloud computing environment. 

Virtual machines allocation: It is the process of placement and 
migrating a VM. This process is an important issue as it achieves efficient 
cloud resource scheduling. Although VMs allocations may cause the 
scarcest bandwidth network resources and congestion resulting from 
traffic dynamics in the network. Consolidation methods affect the per
formance and scarcity of resources. Furthermore, flow scheduling 
mechanisms disregard the specific QoS needed by each VM, which 
means that they specifically handle each VM’s network resources. All 
these issues pose challenges when allocating VMs and trade-offs to solve 
them. As most solutions are separately addressed, there must be a 
mechanism that works to trade-off the solution. Besides, future research 
needs to be stepped up in this process, which impacts the level of safety 
risk exposed to VM placement because each VM will have a various level 
of protection risk [161]. 

Energy optimization: The energy consumption resulted from 
network and computing resources is still very large, which negatively 
affects the total costs of the providers and the users, in addition to 
environmental pollution [162]. The use of more meta-heuristic algo
rithms helps to minimize the issue of ensuring the fulfillment of the SLA 
and energy-saving when taking into account that one is not influenced 
by the other. 

Traffic engineering: The impact of traffic engineering issues in CC 
based on SDN can be found in [163–166]. These studies only look at 
network traffic engineering; further research into the traffic or workload 
of VMs is required. 

Resource billing: In cloud computing, it calculates the value of 
cloud services based on the community and the environment. It is 
important because the way resources are priced is concerned with 
distributing limited resources among different cloud users to optimize 

Fig. 11. Types of simulation used in resource allocation.  
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resource usage. It lowers cloud users’ operating expenses while rising 
cloud providers’ benefit and income by optimizing resource usage [167, 
127,168,169]. 

Resource prediction: It is necessary for a collection of workloads 
running on VMs or PMs to predict the use of computing and network 
resources (such as CPU, storage, connection bandwidth, and so on) that 
are required to improve performance. It is also necessary for SLA to 
calculate the cost of resource use, decide which resource is appropriate 
for meeting SLA, and evaluate the resources needed [170–173]. 

Heterogeneous Computing: To provide adequate computing ca
pacity, a modern cloud data center includes many autonomous ma
chines. These machines, on the other hand, may be fitted with a range of 
devices. Some devices, for instance, have highly powerful GPUs to 
process artificial intelligence applications, whereas others only have 
consumer CPUs. In the meantime, network topology might become 
heterogeneous [174]: Several devices use a gigabit Ethernet network, 
and others use a wireless mobile network [175] [176]. This inconsis
tency will obstruct system reliability and resource allocation signifi
cantly. As a result, coping with device heterogeneity is a key problem 
that requires more study for resource allocation mechanisms. 

8. Conclusion 

In recent years, the effective allocation of resources in the Cloud Data 
Center (CDC) has emerged as one of the main research issues. This study 
is aimed to explore and solve the resource allocation concept, which 
serves as a framework for further research on cloud computing based on 
SDN in the implementation of resource allocation strategies and to assist 
future researchers. We investigated resource allocation in Cloud 
Computing (CC) based on Software-defined Networks (SDN) analysis. 
We presented new taxonomies based on parameters, algorithms, and 
optimization techniques based on a comprehensive review of related 
techniques in literature based on their merits and drawbacks. We 
addressed the topic of CC in general, along with the related problems 
and issues that make SDNs to be suitable to be adapted to the CC envi
ronment. Moreover, we analyzed the pros and cons of the research 
allocation of resources mechanisms in two combinations filed and out
lined open issues and potential directions. 
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