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Abstract

Nowadays, many applications need varying levels of Quality of Service (QoS). The network that provides the communication
service connects the servers and clients. The network traffic which is routed through the network should be engineered.
Traffic Engineering (TE) is a mechanism for transferring the packets considering the different QoS level requirements
among applications. The optimal resource allocation is the primary strategy for TE so that the network can provide the
QoS requirements for each application. The TE can improve network efficiency, performance, and user satisfaction. Software
Defined Network (SDN) has been proposed as the novel network architecture that could make networks agile, manageable,
and programmable using control and data plane separating compared to traditional network architecture. In this paper, we
survey network traffic engineering in SDN. We investigate and cluster the articles published between 2017 and 2022 on traffic
engineering in SDN. The state-of-the-art articles about the traffic engineering mechanisms in SDN have been examined and
classified into four types: topology discovery, traffic measurement, traffic load balancing, QoS, and dependability. Finally,

the cutting-edge issues and challenges are discussed for future research in SDN-based TE.

Keywords SDN - Traffic engineering - Traffic measurement - Traffic management - Load balancing - QoS

1 Introduction

There is a vast spectrum of research on the network topics
such as cloud computing, Wireless Sensor Networks (WSNs)
[1]2], Internet of Things (IoT) [3]4], big data applications
[5], VoIP [6], and data centers services [7]. Many compa-
nies have invested tremendous capital in data centers and
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inter-datacenters networks [8]. The traditional network can-
not provide different QoS levels for each application like
video streaming, VoIP, web, and others; therefore, it needs
another architecture [9]. There are many types of services,
such as video conferencing [10], distance learning, online
gaming, and e-commerce [11], that need real-time and enor-
mous multimedia traffic (audio, video, and data). Network
management and load balancing have become more com-
plex in the traditional network architecture [12]. TE is a
critical challenge in large networks and the Internet [13],
14]. It is a highly effective mechanism for improving the effi-
ciency of data transmission networks; it operates by reducing
end-to-end delay, congestion [15], energy consumption [16],
17 [17], packet loss, and enhances Quality of Experience
(QoE). It dynamically analyzes, predicts, and adjusts net-
work behaviour to achieve optimizations and improvements
in data transmission. The essential and fundamental prerequi-
site of offering guaranteed QoS is accurate traffic prediction,
monitoring, and measurement techniques [18]. The novel
SDN is used for TE to be implemented in some pieces of
the research, as mentioned in [19], 20, 21]. The merits and
features of SDNs are as follows: (1) Control planes and data
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planes are separate from one another. (2) Network is con-
trolled and managed in a centralized and integrated manner
to obtain a comprehensive view of the network status. (3)
The network is programmable via software applications. (4)
Forwarding decisions are used instead of destination-based
and flow-based decisions.

1.1 Software Defined Network (SDN)

Software defined network is an architecture that separates
the control plane from the data plane. This architecture con-
sists of three layers: data, control, and application. SDN has
three APIs named northbound, southbound, and east—west.
Northbound API is an interface for connecting the network
applications and control layer. Southbound API connects the
data and control layer in SDN. East—-west API is considered
for the control layer scalability [22], 23, 24]. SDN architec-
ture is illustrated in Fig. 1 briefly.

Each layer has a predefined task to make the network
programmable and agile with collaboration. These respon-
sibilities have been discussed based on the three main layers
apart in the following.

1.1.1 Data-plane layer

The lowest layer in this architecture contains only For-
warding Elements (FE). Each FE is only responsible for
forwarding because it is independent of network functionali-
ties such as routing, switching, and firewalling. FE forwards
the flows, a sequence of packets with a common source and
destination, according to the flow table placed in FE. The flow
table includes the flow rules; that is, the flow entity with the
action that FE should do, such as forwarding to the controller,
forwarding to the specific port, flooding, or discarding. The
action is designated in the controller and exported to the FE
[23], 25, 26].

1.1.2 Control plane layer

This layer plays an outstanding role in decision-making so
that it can be reckoned as the brain of the network [27]. The
decisions are made in this layer and executed using south-
bound API like Openflow. These decisions are the flow rules,
including flow features and the action. These rules are con-
stituted in the control layer and exported to each FE. These
rules are the source of the flow table in each FE. The flow
table is the basis of the FE’s forwarding. East-west API has
been designed to scale up the control plane from the number
of controllers and their placement. [24]28.
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1.1.3 Application layer

Many network applications are required; hence, this layer
facilitates the architecture to develop network applications.
This layer communicates with the control layer using north-
bound API because it should execute many commands
utilizing the control layer [22], 23, 26].

1.2 Network traffic engineering

The programmability and agility in SDN have motivated
many traditional network equipment vendors such as NEC,
Juniper, Cisco, and HP to produce SDN-based equipment that
can support the southbound API Openflow. Many software
companies like Google and Microsoft have implemented
their SDN-based data centers [23]. TE is one of the signif-
icant network functionalities developed in SDN. They can
use this function to provide the optimal path for each request
that each FE has requested. The controller can find and allo-
cate the proper path to each flow request [23] 29, 30]. The
main problem debated about TE is the resource allocation
strategy that can provide the flow requirements. This strat-
egy makes a facility for each network to transfer any flow
while supporting the required QoS level of each application.

1.3 Paper structure

This paper addresses traffic engineering in a software-defined
network and strives to classify the solutions proposed in aca-
demic research papers. Traffic engineering mechanisms and
technologies are stated briefly, and their advantages and dis-
advantages are discussed in this article. Also, the contribution
of traffic engineering in SDN and its role in eliminating the
shortcomings of traditional networks are discussed. This arti-
cle provides a novel classification for investigating the impact
of SDN architecture on traffic engineering. On the other hand,
the mutual effect and interaction of SDN and traffic engineer-
ing are explained in terms of topology discovery, traffic load
balancing, measurement, QoS provisioning, and dependabil-
ity. This review addresses traffic engineering mechanisms
related to each classification. The reviewed papers will be
compared with each other. This paper aims to state the mer-
its and demerits of each approach. Finally, Challenges and
open research problems regarding traffic engineering in SDN
are highlighted and reviewed.

The significant contributions of the present overview
paper include the following:

1. The role and significance of traffic engineering in SDNs
are discussed.

2. A comprehensive and thematic categorization of traffic
engineering is provided where different issues such as
topology discovery, load balancing, QoS provisioning,
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Fig.1 Software Defined Network Architecture [23]

traffic measurement, traffic analyses, and dependability
are considered.

3. Potential research gaps, challenges, and directions for
further traffic engineering in SDN are provided.

The rest of the paper is organized as follows: Sect. 2 pays
to similar previous survey articles. In Sect. 3, we address
SDN’s traffic engineering mechanisms taxonomy. The future
research and issues of TE in SDN are discussed in Sect. 4.
Finally, Sect. 5 concludes the paper.

2 Related Work

Some papers have addressed a survey of TE in SDN. We try to
examine the more important of them. A. Ghaffari et al. have
worked on congestion control and surveyed the solutions to
avoid congestion [1]. M. Abbassi et al. have worked on the
review of TE in SDN [31]. The authors examined the routing
that can engineer the traffic dynamically. P. Siripongwutikorn
et al. have surveyed the balanced load routing to engineer
traffic [32]. M. Karakus et al. examined the solutions pro-
posed for QoS in SDN [9]. Z. Abdullah et al. have reviewed
the papers about segment routing in SDN [33]. They have
worked on segment routing, in which TE is one of the most
significant applications. Traffic engineering is used among
inter segments and ntra segments discussed. I. Bouleanu

et al. have worked on network planning and traffic engi-
neering on deployable networks [34]. M. Priyadarsini et al.
have addressed software defined networking architecture,
traffic management, security and placement in a survey [35].
They have focused on load balancing and energy-efficient
routing, SDN control implementation and deployment archi-
tecture, controller security, and optimal controller placement
that affects traffic management. These papers have worked
on the issues and solutions proposed for traffic engineering
and SDN. This paper strives to classify network traffic engi-
neering in SDN into five classes: topology discovery, traffic
measurement, load balancing, QoS, and dependability. This
classification can cover many goals that many researchers
have achieved using traffic engineering in software defined
networks in their published papers.

3 Network traffic engineering mechanisms
taxonomy in SDN

Network architecture can be divided into traditional & SDN,
so this paper addresses the SDN. In SDN, network function-
alities are based on flow, a sequence of packets with the same
source and destination. Traffic engineering is a technique to
lead the flows smartly. TE is done based on the network
resource to cover non-functional requirements like perfor-
mance, QoS, dependability, and so on. In SDN, two types
of traffic can be considered for traffic engineering: the data
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Fig. 2 Taxonomy of TE mechanisms in SDN

plane and distributed control plane. The controller plays a
critical role as the network brain in SDN; hence, it can do
traffic engineering. In addition, the distributed control layer
has been proposed to make the SDN scalable; therefore, the
network traffics among the controllers needs to be managed
to cover the control traffic requirements.

Network TE in SDN will be surveyed based on the tech-
nique types in the continual subsection. The primary purpose
of traffic management is to investigate how to manage net-
work traffic based on network status information to satisfy
users’ needs, such as QoS in network applications. For fulfill-
ing this purpose, in addition to discovering network topology,
network status information should be obtained through traf-
fic measurement technologies; then, the operation of traffic
load balancing should be carried out optimally and efficiently.
Hence, different traffic engineering mechanisms specify net-
work topology and collect traffic information from network
equipment. In this way, the QoS of applications is met. In this
section, different traffic engineering mechanisms in SDN are
categorized (topology discovery mechanisms, traffic mea-
surement mechanisms, load balancing mechanisms, QoS
provisioning mechanisms, and dependability), investigated
and compared with one another. We explain these categories
and related studies in corresponding sections. Figure 2 illus-
trates this classification.

The TE mechanism in SDN will be examined and
expressed in detail in the following section.

3.1 Topology discovery

The network topology should be accurately determined
for better management and precise network traffic analysis
for operations such as routing, diagnosing, mobility track-
ing, resource management, monitoring, and load balancing
[36]. In SDN, the controller needs to discover the SDN
network topology [37]38]. Moreover, network topology in
SDN encounters several problems and issues [39]40]. SDN’s

@ Springer

SDN Controller

Packet-out ~
with .
LLDP to S1 S

Packet-in with
LLDP
to Controller

SDN Switch (S1) LLDP packet to S2

SDN Switch (S2)

Fig.3 LLDP in SDN

control and application plane should discover network topol-
ogy to fulfill their purposes. A centeralized controller is
embedded in SDN architecture to extract the entire network
topology. This global view in the SDN controller can improve
the routing and resource allocation mechanism compared
to traditional networks. Three modules exist in SDN which
should be discovered, including host, switch, and links.

3.1.1 Host discovery

For optimal network management, network topology should
be determined, including the number and types of devices
and their connections. Topology management (discovery and
update) is SDN’s unique and essential term compared to tra-
ditional networks. With appropriate and accurate topology
discovery in each network, we can control and improve the
network operation such as fault detection and recovery, con-
gestion detection and mitigation, accounting, and security. In
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SDN, the controller is responsible for discovering the num-
ber and the type of hosts using the host tracking function.
Consequently, by finding hosts, it gets information about the
precise location of the hosts in the network, which obtains
information about network topology. This operation results in
the accurate monitoring of network traffic, data routing, and
the specification of the source of data packets [41]. The con-
troller keeps a host profile table for each host, and if it leaves
the network, it removes its related host controller table. The
controller constitutes the flow table using received Packet-In
messages [42]. Port and switch ID numbers are exchanged if
the host migrates from one network switch to another. Upon
receiving a Packet-In message from a new position, the con-
troller updates the table related to that host.

3.1.2 Switch discovery

When OpenFlow switches receive a new packet, they com-
municate with the controller by transmitting Packet-In. In
turn, the controller maintains communications with network
switches by sending Packet-out messages. Hence, the con-
troller specifies the positions of network switches in the
network via the hand-shaking method. As the added switch
to the network is determined, the controller registers the
information related to that switch, such as MAC address and
number of ports. Researchers in [71] and [72] made changes
and modifications to the OFD mechanism to reduce controller
overhead to discover network topology. The proposed model
reduced the number of packet-out messages to improve effi-
ciency. By implementing the optimized method on the POX
controller and Mininet emulator [75], the overhead of the
controller was reduced significantly.

In [43], the authors proposed a distributed algorithm based
on a straightforward, simple agent-based method to opti-
mize the efficiency of the topology discovery process. This
algorithm was applied to design a novel topology discovery
protocol called software-defined network-topology discov-
ery protocol (SD-TDP). This protocol was implemented in
each OpenFlow switch using a software agent. As a result,
this method puts forth a distributed solution in which nodes
that support the network protocol execute the topology dis-
covery process.

3.1.3 Inter connected links

Switches maintain communications with one another through
communication links. The identification of communication
links between switches is essential for discovering topology.
OFDP protocol is used for identifying communication links
between switches. OFDP protocol uses LLDP (link layer
discovery protocol) to distribute information related to the
node’s neighbours in the network [44]. SDN controller trans-
mits LLDP packets as Packet-out messages to all the network

switches. As switches receive the LLDP packet from the con-
troller, they are sent to all the network switches that directly
communicate with it. When switches receive LLDP pack-
ets from other network switches, they transmit Packet-In to
the controller. Upon receiving the Packet-In from the network
switches by the controller, the controller analyzes the respec-
tive packet and determines the directly connected switches.
Consequently, the controller identifies the network topology
(switches and communication links between them). Figure 4
depicts LLDP performance for discovering topology in the
SDN network.

In [39], the researchers developed OFDPv2, an effective
topology discovery method in OpenFlow-based SDN. It was
developed due to the optimization of OFDP (Open Flow
Discovery Protocol). The rationale behind OFDPv2 was to
diminish the overhead of the topology discovery mechanism
by decreasing the number of control messages the controller
should transmit. Indeed, OFDP produces a particular LLDP
packet for each switch port; it sends each network packet to
the corresponding network switch through a special Open-
Flow Packet-In message. Thanks to the OFDPv2 protocol,
only a single LLDP packet is produced and transmitted to
each network switch. The simulation results in [39] indicated
that OFDPv2 notably reduced the control traffic overhead and
the CPU load imposed on the SDN controller.

3.2 Traffic measurement

Effective network parameters in traffic should be evaluated
for optimal engineering traffic, and network traffic should be
analyzed and examined based on these parameters. Traffic
measurement is one of the most crucial challenges for net-
work management. Network managers can improve network
management with dynamic and accurate traffic measurement
and load balancing. In this section, the available methods of
traffic measurement are investigated.

3.2.1 Measurement of effective parameters of network
traffic

The purpose of establishing computer and telecommunica-
tion networks is to produce income. The effective network
parameters should be evaluated in the design and operation
states to achieve the network Service Level Agreement (SLA)
and satisfy the users. If the impact of considered parameters
in the designing stage fails to meet the QoS requirements
of the network, these parameters should be rearranged and
re-adjusted. For instance, we can adjust and configure net-
work parameters to reduce network efficiency with redundant
devices or communication links. For better traffic manage-
ment in SDN networks, the respective parameters of the
network should be precisely measured. These parameters
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include QoS, network topology discovery, and network traf-
fic. Two active and passive methods measure massive traffic
and diversity of SDN networks. In the dynamic measurement
method, network traffic flows are continuously monitored;
such monitoring is carried out by transmitting Probe pack-
ets to all the network paths for measuring one-way delay or
round-trip delay.

In contrast, real-time network traffic is analyzed and
investigated passively without transmitting the Probe packet.
SDN includes two types of traffic: Data traffic, Control traf-
fic. Control traffic refers to the traffic between controllers
and OpenFlow switches, and data traffic attributes to traffic
among the OpenFlow switches. In SDN, for determining the
features of each flow, certain statistical information from the
ports of each network switch, including the number of pack-
ets, size of network packets, and end-to-end traffic matrix for
the whole network, should be collected.

3.2.2 Traffic measurement mechanisms in SDN

Several methods have been proposed for measuring and
supervising network traffic in SDN. This section investi-
gates and compares measurement mechanisms and how they
operate. Various methods are proposed to monitor the traf-
fic measurement mechanisms in SDN. In the following, we
examine the proposed approaches.

OpenNetMon (OpenFlow Network Monitoring) has been
proposed in [45] to measure the network performance with
delay, efficiency, throughput, and packet delivery rate. This
proposal is a module for monitoring the QoS in SDN. This
module uses a pull-based method for monitoring.

iISTAMP has been offered in [46] to allocate the net-
work resource, including CPU, TCAM, and bandwidth. This
method divides the flows into smaller flows and manages the
resource assignment. It uses a push-based method.
OpenTM (OpenFlow-Based Network Traffic Management)
is another method to monitor the network query-based.
It is used to estimate the network flow matrix [47]. This
mechanism discovers flow paths and pulls Flow bytes and
Packet-count counters alternately from flow path switches.
Using routing information and collecting the statistics related
to the productive flows from similar resources and their trans-
mission to similar destinations, OpenTM creates a traffic
matrix. It has overhead to poll switches for each flow path,
while the random selection harms the precision.

PayLess is based on a flexible RESTful API for collect-
ing statistics related to the flow with different accumulation
levels [48]. PayLess collects real-time information with high
accuracy without imposing overhead on the network. Pay-
Less has more overhead and more accuracy. Nevertheless,
this method has less overhead and more monitored data errors
regarding greater time distance for polling.
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The authors have proposed FlowSense in [49] to provide
a monitoring module for the SDN controller that investi-
gates and analyzes dynamic flows concerning the messages
received by the controller. Also, it estimates the efficiency
of the communication link of each flow using FlowSense,
Packet-In, and Flow-Removed messages in OF networks.
The results from the evaluation indicate that this method has
higher accuracy and precision than polling-based methods.

DREAM (Dynamic Resource Allocation Measurement)
is a management architecture approach for network hard-
ware resources, which effectively balances resource cost and
measurement precision. Resources are not allocated before
measurement; instead, they are dynamically made available
based on traffic features to achieve the appropriate preci-
sion level [50]. DREAM mechanism has three levels: user
level, which is regarded as the high level, is responsible for
measurement task; indeed, it has two responsibilities, i.e.,
determining task type and determining the threshold of traffic
flow. The mid-level is the algorithm of the DREAM method,
which can be executed in the SDN controller and receives
tasks from the user; then, after creating task objects, it makes
them available to the switches. SDN forwarding devices mea-
sure hardware storage resources at the lower level.

HONE (Host Network Traffic Management) is an
approach proposed by [51] to do the required measurements;
this mechanism uses software agents on hosts and a module
that communicates with network devices. Since collecting
statistics related to different flows is costly, HONE uses two
procedures for analyzing statistical information related to
flows. The first procedure, a lazy materialization of mea-
surement data, uses data-based tables for uniform abstract
representation of statistical data gathered from hosts. This
procedure minimizes computational overhead, allowing the
controller and host agents to analyze the required statis-
tics requests for multiple task management. The second
procedure provides parallel data transmission operators for
programming data analysis logic. These operators are also
used for accumulating the data gathered from hosts. One of
the fundamental shortcomings of HONE is that it should be
installed and it should be synchronized for processing queries
from the statistical table.

A method named OpenSample has been worked on [52]
and proposed through the investigations and experiments of
the IBM recommended using measurement methods based
on SDN sampling and Open Sample. Open Sample uses the
sampling tool of the Sflow packet for capturing samples from
the headers of the network packets with low overhead. Also,
this method uses TCP serial numbers of the captured packet
headers for measuring flow statistics.

The approach OpenSketch has been proposed in [53] and
uses a measurement library in Control Plane for configuring
and allocating resources for automatic measurement activ-
ities. OpenSketch provides a pipe construction line with



Taxonomy of traffic engineering mechanisms in software-defined networks: a survey

three stages, i.e., hashing, filtering, and counting in the
switch. It can be implemented by commodity switch com-
ponents and supports many measurement activities. This
three-stage pipeline is implemented on NetFPGA, such as an
OF switch. OpenSketch library includes systems of sketches,
sketch management, and a resource allocator. Sketches can be
applied for measurement applications such as traffic change
detection, flow size distribution estimation, and heavy hitters.
Also, they can facilitate measurement in the SDN controller.
There is a method named PLANCK that facilitates avail-
able port mirroring in most commodity switches. Port mir-
roring is a more used solution for monitoring traffic passing
through a mirror that uses network analysts. If this technique
is used, packets will likely be lost due to the increased port
traffic mass. To sort out this problem, buffering network pack-
ets can be used in the case of a traffic increase [54].
NetFlow is deemed a recognized system for analyzing and
sampling packets that the Cisco company proposed. In Net-
Flow, the switch keeps the information related to each traffic
in its cache and determines NetFlow of flows using Five-
Tuples. NetFlow compares its header with the data saved
in the local cache as soon as a flow arrives. In the case of
compliance, it increases the number of packets; otherwise, it
registers it in the cache table as a new flow [55].
OpenMeasure has been proposed as the smart sampling
and network inference engine [56]. This module is located
in the controller. This mechanism applies an online learn-
ing algorithm for specifying highly informative flows about
sampling. The global view in SDN architecture could cause
the resource monitoring and adjusting flow sampling in each
switch. This module works based on OpenFlow API. This
mechanism has three elements. The first element aims to
detect the most informative flows from online learning and
arranges rules that should be installed. The second element
dynamically specifies where the rules should be installed
throughout the network using the controller’s global view.
Ultimately, the third element periodically extracts traffic
statistics from switches (TCAM counters, OF switches, and
SNMP link loads) and uses the available inference methods
for estimating traffic matrix or supporting other monitoring
applications such as hierarchical heavy hitter identification.
DISTTM (Distributed Traffic Management) is a method
based on the path selection in SDN, designed in the control
plane [57]. This method supports the distributed topology to
cause the controllers to collaborate. This approach is appro-
priate for inter-domain data center networks. DISTTM is
based on four fairness, including (i) Fair Controller Distribu-
tion (FCD) is about fair requests distribution, (ii) Fair Domain
Distribution (FDD) which refers to fairness in the identical
distribution of flows, (iii) Fair Switch Distribution (FSD) that
states fair load distribution among switches and (iv) Random
(RD) which refers to fair controllers’ distributions.

FleXam (Flexible Sampling Extension) is an approach
to provide a flexible sampling development of OpenFlow,
which makes it possible for the controller to access informa-
tion at the packet level [58]. This mechanism has two.

kinds of sampling: (i) stochastic sampling which FleXam
chooses those flow packets with p probability. (ii) Determin-
istic sampling refers to sampling where FleXam chooses m
consecutive packets from each k successive packets and skips
the initial é packets.

OpenSAFE has been proposed in [59] to apply OpenFlow
to monitor network traffic from security issues. This mech-
anism spanned network traffic to predetermined sinks based
on the prespecified rules and strategies. OpenSAFE monitors
hardware reserves, whereas network operators are unwilling
to perform it.

DCM (Distributed & Collaborative Monitoring) in [60]
refers to a memory-efficient distributed and collaborative per-
flow monitoring mechanism. This method employs bloom
filters for denoting monitoring rules using a small memory
size. This method assumes that flows are frequently moni-
tored redundantly at different switches if flow aggregation
decreases flow rules. Furthermore, if single flows are chosen
to obtain fine granular measurements, the quantity of reg-
ulations becomes overwhelmingly large. The proponents of
DCM dealt with this issue by utilizing two-stage bloom filters
on switches. Filters might be specified, so network switches
monitor specific flows regardless of defining one rule per
flow. As a result, rules can be effectively determined in har-
mony with the monitoring rules of other network switches.
That is, DCM facilitates collaboration on the switch level.

DISCO (Distributed SDN Controllers) has been proposed
in [61], which announces monitoring agents in controllers to
measure link utilization. Since traffic monitoring in DISCO
is restricted to the links between peering spots in neighbour-
ing networks and since the controller individually measures
statistics, collaboration does not occur in this domain. In
DISCO, the control plane lets controllers maintain commu-
nications with each other. Thus, DISCO might be regarded
as an appropriate foundation for meeting the requirement of
establishing communications between controllers.

The Path-Mon is another approach discussed in [62] that
converts flow and path information into tags; such tags are
used to create the required flexibility and corresponding link-
to-link correlations for detecting anomaly one or doing traffic
engineering operations. Network managers can query flow
statistics at different aggregation levels. Since monitoring
entries are precisely compatible with flows of interest, unre-
lated flows are removed from the statistics announced by the
switches.

The authors have proposed Flo-V in [63] to fulfill network
monitoring in Virtualized SDNs (vSDNs). Flo-v produces
precise monitoring information for a vSDN. It uses selective
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and adaptive techniques for monitoring traffic in a net-
work hypervisor, and the created overhead in this method
is less than those of other methods. Simulating this method
indicated that it could obtain useful network information
regarding minimal resource use regarding network and CPU
utilization.

LiteFlow suggests an intelligent mechanism for selecting
an authority switch to monitor all flows between an end-
host pair; however, the other path switches forward packets
regardless of monitoring processes [64]. LiteFlow allocates
and distributes monitoring flows among SDN switches, cor-
rectly handles scalability, and enables accurate network
monitoring. This method includes two distinct modules, i.e.,
Flow Partitioner and FlowMon. Flow Partitioner aims to dis-
tribute and share monitoring among switches and optimize
their resources. Moreover, FlowMon is regarded as a kind of
application that implements numerous network metrics by
using Flow Partitioner as a basis.

MDCP (Measurement-Aware Distributed Controller
Placement) tried to modify the paradigm of software-defined
measurement [65]. This method was aimed at fundamen-
tally improving measurement overhead. In SDN, randomly
placing the number of controllers increases communication
costs and reduces performance. It should be noted that the
design of controllers remarkably affects measurement over-
head. According to this interesting finding, the proponents of
MDCP suggested that if controllers are appropriately placed,
measurement overhead in SDN can be significantly dimin-
ished.

COSTA (Cross-layer Optimization for Sketch-based Soft-
ware Defined Measurement Task Assignment) denotes a
novel method that made a trade-off between task accuracy
and measurement performance [66]. The cross-layer way
expressed this issue in the mixed-integer nonlinear pro-
gramming problem. The summary of the reviewed papers
is presented in Table 1.

3.3 Network traffic load balancing

Traffic in an SDN-based network includes (i) Traffic data
plane and (ii) Traffic control plane. The integrated manage-
ment of the controller in SDN networks is regarded as a merit
for load balancing [67]. In other words, strategic planning for
maintaining load balance in SDN networks is easily feasi-
ble, which might not be the case in traditional networks. On
the other hand, it should be mentioned that load balancing in
SDN networks faces particular challenges [68]. For instance,
ECMP is one of the multi-path routing protocols; it receives
a packet and investigates its header for measuring hash. It
selects multiple paths based on hash value and transmits the
packet to that path. In this protocol, packets with similar IPs
are sent in similar ways because the hash value of all of them
is identical.
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Consequently, heavy SDN traffics, referred to as elephant
flows, will be transmitted from one side of the path, violating
load balancing. On the other hand, as soon as OF switches in
SDN networks receive a flow, if this flow is not compatible
with any available rules in the network switch, the first packet
of that flow will be transmitted to the controller for decision-
making. The controller launches a new forwarding rule based
on the received packet in the switch. The new forwarding rule
installation process is time-consuming for the traffic and will
cause plenty of delays. Hence, load balancing techniques are
developed for the data plane and control plane to prevent
additional overheads in the data plane and control plane. The
following section investigates the available load balancing
methods for the data and control planes.

3.3.1 Data plane load balancing

As mentioned earlier, one of the shortcomings of ECMP
is that elephant flows with identical hash values for their
headers are transmitted through the same path. This opera-
tion violates load balancing and produces excellent overhead.
Specific methods such as Hedera [69], Mahout, and MicroTE
have been proposed for addressing this issue.

Authors have proposed Hedera, a centralized, dynamic,
and scalable traffic management method that schedules
packet flow to enhance network resource efficiency [69]. This
mechanism is introduced to make the data centers effective
and fair network bandwidth. Consequently, traffic scheduling
will lead to optimal bandwidth allocation for packet traffic
and fairness in the network. Thus, load balancing will be
achieved. To fulfil these objectives, the Hedera method col-
lects the statistics of flows from switches every five seconds
to detect large flows. As a result, traffic needs, routing flows
and determining non-conflicting routes do not allow ECMP
protocol in this method. The Hedera method determines and
manages significant traffic and elephant flows to balance
load and optimal use of multiple paths between data cen-
ters. Strategic scheduling of Hedera includes: (i) Specifying
elephant flows in edge switches, (ii) Alternately collecting
information of flows from switches and determining elephant
flows in case the sizes of flows are more significant than the
threshold value. (iii) Determining service requirements for
elephant flows, such as allocating appropriate bandwidth.

Authors in [70] have worked on a suitable method for
managing and optimizing traffic for SDN networks. This
mechanism changes the end-hosts to detect and manage ele-
phant flows. Traffic management cost is reduced by using an
additional back-end service. Compared with Hedera, Mahout
reduces traffic management costs and improves management
efficiency, attributed to using a back-end server instead of
forwarding equipment to determine elephant flows. Earlier
methods alternately inspected traffic statistics of switches
for selecting elephant traffic. Also, previous methods used
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a sampling of the packets of switches with high overhead,
increased monitoring time, and the consumption of network
resources.

For enhancing network efficiency and reducing overhead
determining elephant flows, instead of direct monitoring of
network switches, Mahout operates through the shim layer
of the operating system. This layer is responsible for mon-
itoring the local traffic through the socket buffer. Mahout
determines it as an elephant flow when the buffer surpasses
a certain threshold and marks its packets. Mahout consid-
ers priorities for the rules of the table of flows: high priority
and low priority. According to these prioritizations, ECMP is
used for transmitting packets compatible with low priority.
The packets of an elephant flow compatible with high pri-
ority rules are sent to Mahout for measuring the appropriate
path, and the transmission rules are updated in the switch. By
doing so, the flow bottleneck is transmitted from the network
layer to the application layer.

MicroTE is an approach that refers to fine-grained traffic
engineering that can be applied in the data center net-
works topology and uses an end-host elephant flow detection
scheme to detect large flows (elephant flows) [71]. Instead
of allowing the controller to investigate and check switches
alternately and directly, MicroTE has a monitoring compo-
nent on the server-side. MicroTE reacts to changes in network
traffic and scales down an extensive network, reducing pro-
cessing overhead. MicroTE has the following advantages:
(i) In the case of fundamental changes in network traf-
fic, it allows the controllers to update the realized changes
in network traffic. (ii) Through investigating and constant
checking of switches at any second and gathering statistical
traffic information, controllers cause a significant increase
in network traffic load, but MicroTE prevents controllers
from doing so. (iii) Bottleneck transfers the traffic load from
switches to hosts. Each of the servers in the Monitoring Com-
ponent monitors input and output data traffic on its ports, and
only one server in each rack is responsible for aggregating
traffic packets. These servers aim to collect data from other
servers of each server rack, aggregate server-to-server data
to rack-to-rack data, and determine a switch for transmit-
ting aggregated data and transmitting them to the network
controller.

A load-balancing method called DevoFlow is based on the
technology of Wildcard scheduling, which aims to reduce
the number of exchanges between controllers and switches
[72]. Due to wildcard rules, the network switches can route
microflows locally, and the controller focuses on the ele-
phant flows that require QoS provisioning. In sum, it should
be mentioned that DevoFlows’ scheduling microflows and
elephant flows are based on switch and controller, respec-
tively. Accordingly, scalability and meeting QoS are feasible
for different flows.

@ Springer

MiceTrap is a scalable traffic engineering scheme that can
detect the Mice-flows (short-lived flows) of the data center
and uses the OpenFlow group table to aggregate the incoming
Mice-flows for each destination with a weighted routing [73].
This weighted routing algorithm aims to find a set of dynam-
ically computed ratios (weights) used to spread the traffic
at each hop across the available next hops for given traffic
demands. MiceTrap achieves load balancing by spreading
the incoming Mice-flows across multiple paths from source
to destination, considering the current network load.

DIFANE is the algorithm that is regarded as another traffic
scheduling method based on Wildcards which has two fun-
damental principles: (i) Controller implements some rules
in a set of virtual switches. (ii) Switches schedule all pack-
ets in the data plane[74]. If traffic flows are incompatible
with the cached rules of ingress switches, these switches
will encapsulate them; then, based on specific information,
authority switches investigate packets in Data Plane and
transmit feedback ingress switch for locally saving the related
rules. DIFANE architecture includes a controller that estab-
lishes rules and applies them to authority switches. Authority
rules have higher memory and processing power than other
switches. DIFANE has three sets of rules: (i) Cache rules:
these rules are concerned with ingress switches installed
on them by authority switches. Ingress switches manage
the majority of data traffic. (ii) Authority rules: the con-
troller installs, launches, and updates these rules on authority
switches. If a packet is compatible with this set of rules, the
controller installs a series of rules in ingress switches. (iii)
Partition rules are installed by the controller in all switches.
Given all these rules, at least one packet is compatible with
rules and remains in the data plan.

A distributed load balancing algorithm was proposed in
[75] to dynamically balance control traffic across a cluster of
SDN controllers named Wardrop. Hence, it reduces latency
and enhances the entire cluster throughput. This algorithm
was designed according to the game theory, which moves
towards a certain equilibrium called Wardrop equilibrium.
In other words, this algorithm is intended to dynamically
learn the best efficient amalgamation of flow rates from each
network switch to the available controllers. Thus, it can be
argued that this method enhances the total throughput and
reduces control connection latency.

The proponents of NetAlytics intended to investigate how
SDN, NFV, and big data analytic techniques may be com-
bined for robust monitoring and debugging mechanism about
distribution systems called NetAlytics [76]. It makes it possi-
ble for the network supervisor to determine a straightforward
query responsible for specifying different types of traffic to
be monitored and data to be collected. Furthermore, it deter-
mines how data should be analyzed. The query is converted to
an array of SDN rules, leading the favourite traffic to dynam-
ically instantiated NFV monitors that efficiently extract the
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target data. Then, the real-time data is accumulated and trans-
mitted via a scalable streaming analytics engine, making
it possible for system administrators to obtain meaningful
understandings of their networks and applications quickly.

SOTE (Software OSPF-Based Traffic Engineering) isa TE
method developed as a hybrid traffic engineering mechanism
that combines OSPF and SDN to reduce link consumption
in the network [77]. The proposed model can alert OSPF
messages and flow distribution among nodes in SDN. The
rationale behind this method was to regulate the weight set-
ting of the whole network for balancing flows that come out
of regular nodes of the network. It was also aimed at splitting
flows that aggregate at the SDN nodes to reduce the maxi-
mum link utilization of the whole network.

This is a congestion-aware and multipath-based for-
warding traffic engineering scheme for SDN. MSDN-TE
(Multipath-based SDN Traffic Engineering) dynamically for-
wards incoming traffic to the best selected shortest paths
in the network. This TE mechanism is the extension of
the OpenDayLite controller [78]. This scheme gathers net-
work state information and considers the actual paths load
to forward the incoming flows on available multiple selected
shortest paths.

A Deep Learning-Based System has been proposed to
increase the network performance and avoid traffic conges-
tion in SDN [79]. This method detected various flows to
distribute the identified traffic to multiple queues with dif-
ferent priorities. It also shaped the traffic to manage the
bandwidth and incoming flows. It has been implemented to
consider the port capacity to accomplish general load bal-
ancing.

An efficient traffic management solution in data center
networking has been proposed to provide the necessary net-
work resource based on SDN demands [80]. The proposed
model has worked on collaborating the online routing method
with the multi-path transmission control protocol (MPTCP)
and segment routing (SR) in a software-defined network for
better results in DCN.

An efficient approach has been suggested to deliver mul-
timedia content by solving multicast routing as a delay
constraint least cost (DCLC) problem [81]. DCLC is an
NP-Complete problem; therefore, teaching—learning opti-
mization has been used to solve it.

A traffic engineering-aware distributed routing (TEDR)
has been proposed to minimize maximum link utilization as
the TE objective and comply with SDN waypoint enforce-
ment and TCAM resource limitations [82]. The authors
formulated the TE problem as an integer linear programming
(ILP) and solved it centralized for SDN waypoint selection
and splitting fractions for each flow. They have used a dis-
tributed algorithm deriving from Lagrangian decomposition
theory to solve the TE problem effectively.

To make the traffic engineering scalable for efficient map-
ping traffic demands to paths in SDN datacenters, an optimal
solution has been proposed to schedule elephant flows across
paths to mitigate network congestion and improve load bal-
ancing in SDN [83]. The authors expressed that this method is
still not applicable because the needed time for optimal path
calculation is not tolerable in SDN; hence, they had to limit
the search space based on the linear programming method to
solve this problem reasonably.

The following summary of load balancing in the data plane
is stated in Table 2.

3.3.2 Control plane load balancing

The daily traffic increases in SDN data centers [15] and the
centrality of the controller in these networks, designing and
using several controllers can eliminate the communication
bottleneck between OF switches and controllers. Some of
the solutions proposed for sorting out bottleneck problems
are given below.

Hyperflow is considered an event-based distributed con-
troller that uses OF protocols for configuring switches;
therefore, minimizing response time, Hyperflow assigns
decision-making to some controllers [84]. All controllers
have a similar view of the network through synchroniza-
tion methods and locally give services to requests without
calling other nodes and asking for their help. Hyper flow-
based networks include OF switches for transmitting data,
Nox controllers for decision-making and services for Data
plane requests, and an event distributing system for cross-
layer communication. Switches communicate with one of
the nearby controllers to prevent congestion. All controllers
have a compatible and consistent view of the entire network.

Onix is a distributed controller executed in one of the
clusters consisting of physical servers [85]. Network control
logic is installed above Onix API to survey the appropri-
ate behaviour of the network. Onix core is considered a
suitable and general API for controlling the infrastructure
network, making it possible to develop new applications.
Onix saves a replica of network topology in a table known as
NIB (Network Information Base); it can provide scalability
and reliability in the network by replacing and distributing
NIB data between multiple controllers being executed.

Balanceflow is a controller with an architecture capable
of load balancing, dividing traffic control load among other
controllers [86]. It operates when some controllers’ load is
high; it transmits some of the load to other controllers with
less load to balance the load. This way, efficiency is enhanced,
and the network effect is reduced. Different flow requests of
each switch are dedicated to other controllers. Balance flow
controllers save the information related to its flow requests
and alternately publishes this information through a cross-
layer communication system.

@ Springer
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Consequently, load balancing is appropriately achieved.
Balance flow has two controllers: super controllers are ordi-
nary controllers. Super-controller is responsible for estab-
lishing load balance for all the controllers. When the average
number of flow requests exceeds the threshold of the flow-
request rate, load balancing in the network is not achieved.
Hence, the super-controller begins to balance the load. The
point can be set based on the super controller efficiency: the
number of controllers and the network environment.

Kandoo is a hierarchical controller operating at two lev-
els: local and logically centralized root controllers [87]. The
local level of the controllers execute requests related to local
operations since they are close to the switch. Second-level
controllers perform non-local functions, i.e., those operations
at the global level, and require comprehensive informa-
tion from the infrastructure network. Kandoo controller has
several local controllers and a logically centralized root con-
troller. In Kandoo, each switch is controlled by a Kandoo
controller, and each Kandoo controller can manage several
network switches.

LBDC (Load Balancing problem for Developed Con-
trollers) explores the usage of developed SDN multiple con-
trollers to monitor, manage, and coordinate mega data centers
[88]. This scheme presents new techniques to overcome
unbalanced workload in controllers and reconfiguration com-
plexities. The authors design multiple solutions for LBDC,
including linear programming with rounding approxima-
tion, three centralized greedy algorithms, and one distributed
greedy algorithm. LBDC improves scalability and increases
availability, throughput, and performance.

LBBSRT (Load Balancing Scheme Based on Server
Response Time) is an efficient SDN Load Balancing method
[68]. Using the real-time response time of each server mea-
sured by the controller for load balancing operation, this
scheme processes user requests by obtaining evenly balanced
server loads. LBBSRT has low cost and improves the system
reliability and scalability.

A traffic engineering technology based on segment rout-
ing in SDN has proposed a novel method called SRTE-L [89].
The authors have submitted to set a path decision variable L
and a path constraint to limit the length of each segment rout-
ing (SR) path and the number of intermediate nodes, thereby
minimizing the maximum link utilization and reducing com-
putation time. The authors investigate the trade-off between
link utilization and computation time.

The brief of this review about load balancing in the control
plane is presented in Table 3.

3.4 Quality of service
Quality of Service is an issue that has risen nowadays with

the advent of varied applications, including VoIP, IoT, e-
commerce, cloud computing, video conferencing, and online

gaming. Different types of networks like MANET (Mobile
Ad hoc Network), VANET (Vehicular Ad hoc Network), and
WSN have caused significant challenges in providing the
required QoS. The essential metrics in QoS are end-to-end
delay, packet loss, and assuring bandwidth. From the net-
work point of view, service quality refers to the fact that the
network should behave appropriately with packets and flows
based on their needs. At the packet level, end-to-end delay,
jitter, and packet loss are three parameters used to define
service quality. This section addresses the approaches which
had been proposed for QoS metrics improvement.

The greedy algorithm has been used for each flow to
guarantee service level in SDN [90]. A.Shirmarz et al. have
worked on adaptive resource allocation to improve the QoS of
each application. They have used the greedy algorithm to sort
the paths between each couple of nodes. This method could
simultaneously improve the network performance and QoS
because their approach has considered the trade-off between
the network resource and application requirements.

TOPSIS algorithm has been proposed for the best path
selection in SDN [91]. A. Shirmarz et al. have used the
controller as the central brain of the network in SDN and pro-
posed the Topsis algorithm to improve performance networks
automatically. This method has used different performance
metrics to solve decision-making, making the QoS better than
similar approaches.

DTE (Dynamic Traffic Engineering) implementation in
Software Defined Data Center Networks has been proposed
[92]. This algorithm simultaneously selects the best path
to improve QoS and user satisfaction. This approach could
improve the QoS from throughput, delay, and jitter points.

DynamiTE (Dynamic Traffic Engineering) in software
defined cyber-physical systems have been proposed to min-
imize the control overhead at the SDN controller by mini-
mizing the number of PACKET-IN messages [93]. A greedy
heuristic approach is used for ternary content-addressable
memory (TCAM) using space optimization that causes
throughput in SDN.

A novel flow routing algorithm based on non-dominated
ranking and crowd distance sorting to improve SDN per-
formance has been proposed by A.Shirmarz et al. [94]. The
model has been used for network performance improvement
using the multi-paths routing that causes the QoS ameliora-
tion.

A heuristic traffic engineering approach is used in SDN to
switch and forward the flows through the multi-path situation
[95]. The proposed dynamic path selection has two critical
priorities: path cost and load. This method selects the path
based on the flow request to provide the required QoS. This
approach can improve the QoS of applications with proper
bandwidth allocation.

A thesis about application-aware traffic engineering in
SDN [96] guides the traffic through the path, which is proper

@ Springer
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for each application type. The idea has proposed a method for
resource allocation for QoS provisioning in different appli-
cations.

HiQoS (High Quality of Service) guarantees QoS in SDN
networks [97]. HiQoS specifies multiple paths between the
source node and the destination node and, using a queu-
ing mechanism, provides QoS parameters for different types
of traffic. HiQoS uses ECMP protocol for finding multiple
paths. In this way, this method uses numerous paths for deter-
mining the priority for each of the traffics and allocates the
appropriate queue. Consequently, it can meet the require-
ments related to bandwidth and delay for each of the flows.
On the other hand, HiQoS can afford reliability by using mul-
tiple paths because it can transmit packets through different
approaches if one of the paths fails.

OpenQoS method is an appropriate controller for satisfy-
ing QoS to support video flows [98]. Using packet headers,
OpenQoS can transmit network flows via two multimedia
flows capable of meeting QoS requirements, and data flows
are transmitted through best-effort paths. Appropriate paths
are selected based on the delay and packet loss parameters.

F. Ongaro et al. have proposed a new method in [99]. They
developed an integrated traffic scheduling method based on
QoS for SDNs. This framework faces the following problems
and challenges: (i) regarding networks with a shared node or
path, how can a suitable path be selected for commercial
flows of multiple applications? (2) meeting QoS require-
ments, the total allocated bandwidth for each path should
not exceed the capacity of the physical link. To overcome
these problems, this framework has some key components,
which include the following modules: (i) module for map-
ping network topology, (ii) module for collecting network
status, (iii) module for selecting the path, and (iv) module
of configuring dynamic path. The first two modules monitor
the data plane to update topology, collect the dynamicity of
network parameters and produce weights for each path in the
network diagram. The path selection module selects appro-
priate paths based on QoS requirements and the weights of
the network diagram. The module configures dynamic paths
and is responsible for updating routing rules in the data layer
at appropriate times. As the chief module, the path selec-
tion module decides about scheduling using for paths, the
MCFCSP model (Multi-Commodity Flow and Constrained
Shortest Path).

iMOS (Intermediate Mean Opinion Score) method offers
a procedure for advanced monitoring of VoIP in SDNs.
OpenFlow was used to execute iMOS quality indicators to
understand and perceive per-hop VoIP quality [100].

SDN-MPLS has been proposed for routing in the mobile
network to provide the required QoS [101]. The authors
have tried to make a trade-off between network load bal-
ancing, route length, and energy-saving with low complexity
in mobile networks.

Intelligent Traffic Control (ITC) has been suggested to
improve delay, jitter, and throughput using deep reinforce-
ment learning for routing [102]. This paper has addressed
the QoS in hybrid SDN.

A proposed machine learning-based approach for QoS &
QoE improvement in SDN[103]. This approach has used the
tagged data set for the training model to improve the QoS
metrics like delay, jitter, packet loss & throughput.

A classical Shuffled Frog Leaping Algorithm (SFLA) has
optimized energy consumption with QoS constraints [104].
The proposed routing has provided the required QoS, includ-
ing delay, jitter, and packet loss.

Multi-layer slicing and resource allocation for SDN/NFV
5G to ensure QoS metrics have been suggested in [105]. The
traffic QoS requirements have been provisioned with a QoS-
aware TE method.

A control framework for virtual provisioning in an SDN-
based Internet service provider (ISP) network has been
proposed and used a heuristic TE algorithm in polynomial
time [106]. The configurations have been changed to provide
Scalable, Robust, and QoS-Aware Virtual-Link Provisioning
in SDN.

A QoS-aware traffic engineering method in SDN has been
suggested for improving routing delay and packet loss ratio
[107]. This path calculation increases the computational time
in the controller that QoS-Aware routing has reduced the load
with network resource utilization improvement.

DTE_SDN has been used to schedule the delay-sensitive
traffic with QoS metrics (throughput and delay) monitor-
ing for QoS improvement [108]. The dynamic DTE-SDN
scheduling improves link delay and throughput as the QoS
metrics.

Dynamic bandwidth allocation based on QoS demand in
SDN has been proposed in [109]. The end-to-end dynamic
bandwidth allocation causes the throughput, delay, and
packet loss to improve.

The intent-based optical transport network infrastructure
using an intelligent TE algorithm based on SDN and opti-
cal label switching (OLS) has been proposed to provide QoS
parameters according to user intention during peak hours
[110]. Intent-Based Software-Defined Transport Network
(IBSDTN) states based on ML algorithms k-means and c-
means.

Deep Reinforcement Learning (DRL) has been used to
achieve an efficient network control scheme for TE called
scaleDRL [111]. The authors used pinning control theory to
select a subset of links in the network and name them critical
links. They used the network information gathered by the
controller to score the links as weight dynamically.
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TEL is a system including two fast re-routing algorithms
(FRR) used in [112] TEL-C and TEL-D, respectively. TEL-C
computes backup forwarding rules in the control plane and
tries max—min fair allocation. TEL-D is the mechanism to
provide FRR in the data plane. These mechanisms minimize
the memory on programmable data planes.

A hybrid MPLS-VPN (Multiprotocol Label Switching-
Virtual Private Network) technique has been proposed for
QoS provisioning [113]. The method tries to transfer data
and voice in a trouble-free environment simultaneously. The
proposed method improves QoS using traffic engineering.

This section shows the QoS parameters, including band-
width, delay, jitter, and packet loss, for each proposed
solution in Table 4.

3.5 Dependability

This section addresses the papers that have worked on
the software-defined networks’ dependability using traffic
engineering. Three significant goals have been defined for
dependability, including reliability, availability, and perfor-
mance.

LBBSRT (Load Balancing Scheme Based on Server
Response Time) is an efficient SDN Load Balancing method
that makes the network reliable against any failure and con-
gestion [68]. This method improves network reliability and
availability.

HiQoS (High Quality of Service) is an approach to pro-
vide network reliability while it provides QoS metrics like
bandwidth, delay, and jitter [97].

B4 is SDN-based WAN, which Google developed for
establishing communications among data center networks of
this company at different locations of the world [114]. The
main goal of B4 is to resolve the dependability parameters
such as reliability, performance, and fault tolerance. In partic-
ular, B4 simultaneously supports standard routing protocols
and centralized traffic engineering for managing switches.
Using traffic engineering, B4 can control the network edge to
adjudicate among competing demands during resource con-
straints. It also uses multi-path forwarding or tunnelling to
leverage available network capacity according to application
priority and dynamically reallocates bandwidth in the face
of link/switch failures. B4 architecture consists of three lay-
ers: (i) global layer, (ii) site controller layer, and (iii) switch
hardware layer.

SWAN (Software-driven Wide Area Network) is a TE
mechanism proposed by Microsoft company that can be
applied for inter-data center WANSs [115]. SWAN improves
the utilization of these systems by centrally controlling and
re-configuring the data plane to match current traffic demand.
This TE mechanism achieves high efficiency while meeting
policy goals such as preferential treatment for higher-priority
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services and fairness among similar services. This high effi-
ciency of SWAN can be obtained via frequent network
updates, globally coordinating the sending rates of services,
and centrally allocating network paths. These updates can
be implemented quickly without congestion or disruption by
leaving a small scratch capacity on the links and switching
rule memory.

To prevent the network from failing against the link loss,
an efficient and survival traffic engineering (EFSUTE) has
been proposed based on a survivable software-based TE
model over SDN to increase reliability in real-time intelligent
environments (IE) [116]. EFSUTE has used the abilities of
SDN to compute and install two disjoint paths between any
source and destination pair in the network.

Research on improved traffic engineering fault-tolerant
routing in software defined wide area networks (SD-WAN)
has been done [117]. The proposed mathematical model
formalized SD-WAN data plane construction to switch the
access network to more than one border router to improve
fault tolerance. The authors used a virtual gateway to imple-
ment this model.

For real-time traffic, a smart routing system was proposed
for a fault-tolerant reactive routing model in a software-
defined wide area network (SD-WAN) [117]. The system can
provide high availability and reliability in SD-WAN against
routers’ failure.

Secure-based traffic management has been proposed in
[118] to improve network availability and reliability. The
authors have suggested a mathematical model as classical
TE. The flows are guided by SDN’s network load, bandwidth,
and reliability conditions. The controller redirects the flows
towards the reliable path to increase reliability and availabil-

ity.

4 Open issues for future research

Given the novelty of SDN in academic and industrial environ-
ments, there are undoubtedly several challenges in research
on SDN-based traffic engineering that should be addressed
in future studies. Some of these related research lacunas are
mentioned and underscored in the following:

1. Dynamic load balancing in SDN-based traffic engineer-
ing: comprehensive technologies and novel applications
such as 5G, CPS (cyber-physical system). Load bal-
ancing in SDN to the available network status can be
considered a considerable challenge that should be sys-
tematically addressed in future studies. It should be
noticed that the lack of dynamic load balancing in the
network can increase packet loss. Hence, detecting huge
traffics, i.e., elephant traffics and small traffics, namely
mouse traffic and the appropriate bandwidth allocation
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Table 4 QoS Parameters of each proposed solution

Reference Proposed Scheme Solution Bandwidth Delay Jitter Packet
loss
[90] Adaptive Greedy Routing A greedy heuristic method for the path v (4 v (4
ranking improves each flow’s QoS
[91] TOPSIS Algorithm The TOPSIS decision—-making algorithm ¢/ v v v
is proposed to select the best Quality
for each flow
[92] DTE A Dynamic Traffic Engineering method v (4 4 -
for QoS guarantee in SDN
[93] DynamiTE Decrease the number of Packet-In v - - v
messages and minimize the TCAM
used space in SDN
[94] A routing algorithm based on Flow routing to improve the QoS using v (4 v (4
non-dominated ranking and non-dominated ranking and crowd
crowd distance sorting distance sorting
[95] Heuristic TE A heuristic traffic engineering approach v - - -
to select the best path with low cost &
low load to provide the flow QoS
requirements
[96] Application-Aware TE The TE is based on application resource v (4 v (4
requirements. Different applications
have varied flows and conditions that
are provisioned with the controller
[97] HiQoS Multi-path routing and queuing scheme v - v (4
for multimedia flow applications
[98] OpenQoS A controller design for QoS-enabled v 4 4 -
routing scheme for multimedia traffic
transmission
[99] MCEFSP It develops as an integrated traffic v v - (4
scheduling method based on QoS for
SDN
[100] iMOS It offers a procedure for advanced v v - v
monitoring of VoIP in SDN
[101] SDN-MPLS MPLS & SDN for routing performance (4 v - -
improvement for QoS provisioning
[102] Intelligent Traffic Control Deep reinforcement routing for hybrid v 4 4 v
SDN QoS improvement
[103] Machine learning-based WAN Machine learning testbed for QoS & QoE ¢/ v v v
measuring in SD-WAN
[104] SFLA A routing for energy consumption - v v v
optimization and provide the QoS as a
constraint
[105] Multi-layer slicing and resource Multi-layer slicing and resource 4 4 - -
allocation allocation for SDN/NFV 5G to ensure
QoS metrics
[106] QoS Control Framework A framework for configuration v v v (4
management in SDN for robust,
scalability, and QoS virtual link
[107] A QoS-aware traffic engineering A QoS-aware TE for computational load ¢/ v - (4
with resource utilization improvement
[108] DTE-SDN Dynamic scheduling with DTE-SDN to v v - -
improve link delay and throughput
[109] End-to-End dynamic bandwidth The end-to-end dynamic bandwidth v v - v
allocation allocation for throughput, delay, and
packet loss as QoS metrics
[110] IBSDTN ML algorithms k-means and c-means (4 v v v
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Table 4 (continued)

Reference Proposed Scheme Solution Bandwidth Delay Jitter Packet
loss
[111] DRL Deep reinforcement learning for dynamic ¢/ v v (4
link weighting for QoS improvement
[112] TEL TEL-C & TEL-D for control and data (4 4 4 (4
plane optimization
[113] MPLS-VPN MPLS-VPN to transfer data & video v v v v

simultaneously

for each, are important challenges in SDN-based traffic
engineering that must be investigated in further research.

1. TE in SDN-based wireless and mobile networks: in line
with the increasing development of wireless and mobile
networks such as VANET (vehicular ad-hoc networks)
[119], MANETS (mobile ad-hoc networks), WSN, cellu-
lar networks (including 4G and 5G) [120] and the policy
of being able to access information at any time and
location, SDN and traffic engineering can play signifi-
cant roles in these networks as well as wired networks
[121]122, 123, 124, 125]. SDN and traffic engineering
can reduce operational and management costs in these
networks via heterogeneous technology, optimize their
performances and support their various services. Thus,
there is a pressing need for further research on these
issues by interested academic and industrial researchers.

2. Multiple controllers Synchronization in SDN: in some
networks like [oT, big data, and cloud computing, several
controllers control the FEs, resulting in network scalabil-
ity and fault tolerance [126]127]. Synchronization and
consistency of these controllers in operations such as
topology discovery are fundamental challenges in SDN-
based traffic engineering, which should be investigated
and examined. After all, a trade-off should be maintained
between cost and efficiency.

3. QoS-based TE in SDN: the diversity of devices in net-
works and the development of different applications with
differing QoS, providing the requested QoS for users
encounter solid challenges and problems [128]129].
Hence, new applications such as distance learning and
video conferencing must address these different QoS
requirements to succeed. Thus, SDN-based traffic engi-
neering should properly manage traffic in core, aggrega-
tion, and edge links to provide the requested QoS for the
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network. As a result, Future studies on sdn-based traf-
fic engineering and QoS issues should be considered and
investigated.

1. Scalability for better network management and for
enhancing the efficiency of network resources, mech-
anisms and frameworks for discovering elephant
flows, flow aggregation, and flow disaggregation are
highly needed. Current controllers for big data appli-
cations are not appropriate [ 130]5 because flow table
updating requests and transmitting and processing
information related to big data are time-consuming.
Hence, if SDN controllers manage these applica-
tions, the network will encounter some problems.
For further research in this area, the scarcity of the
off-the-shelf device on the market can induce the lim-
itation in SDN technology that should be considered.
Thus, the limit of scalability should be investigated
in future studies.

2. Energy-aware TE mechanisms for SDN Nowadays,
energy consumption is one of the most critical and
urgent issues for networks, especially data cen-
ter networks [17]. SDN features such as network
programmability and centralized network view can
help introduce new energy-aware traffic engineering
mechanisms for networks. Dynamic traffic load bal-
ancing and efficient congestion control schemes can
improve the energy consumption of networks. So,
energy consumption must be considered an important
parameter in the following TE mechanisms design.
(Table 5)
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Table 5 Dependability parameters of each proposed solution

Reference  Proposed Scheme Solution Availability ~ Reliability =~ Performance

[68] LBBSRT Load balancing is used to improve the 4 v 4
network reliability & scalability

[97] HiQoS A path allocation method with QoS - (%4 v
considering & reliability

[114] B4 A layer base structure for bandwidth (%4 v v
reallocation

[115] Microsoft TE TE for SWAN for reliability and (%4 - (4
availability provisioning

[116] EFSUTE efficient and survival traffic engineering for ¢/ v -
reliability

[117] smart routing system Smart routing system for reliability - v -

[118] Secure-based traffic management ~ Secure path selection to increase reliability ¢/ (4 v

and availability using virtualization

5 Conclusion

SDN has caused a fundamental change and evolution in man-
aging traffic and maintaining network efficiency based on its
unique features. The published papers on traffic engineering
have tried to fulfill the software defined network goals. There-
fore, this paper classifies the papers into topology discovery,
traffic measurement, load balancing, QoS, and dependability
in SDN. We tried to provide a brief overview of SDN-based
architecture in the first section of this paper. Then, we exam-
ined different mechanisms and methods proposed for traffic
engineering in traditional and SDN-based networks. This
review paper outlined the merits and demerits of the existing
techniques.

Furthermore, a classification based on the role of traf-
fic engineering methods in SDN networks was given. This
categorization of the available traffic engineering methods
included the following items: topology discovery, traffic
measurement, load balancing, QoS, and dependability. Traf-
fic engineering in SDN networks is at the infant stage of
development, with several gaps, challenges, and problems.
Interested future researchers are recommended to system-
atically address and investigate the issues and problems
underscored in this overview study.
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