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Abstract
Background: Computer-aided diagnosis (CAD) methods have become of great interest for diagnosing 
macular diseases over the past few decades. Artificial intelligence (AI)-based CADs offer several 
benefits, including speed, objectivity, and thoroughness. They are utilized as an assistance system 
in various ways, such as highlighting relevant disease indicators to doctors, providing diagnosis 
suggestions, and presenting similar past cases for comparison. Methods: Much specifically, retinal 
AI-CADs have been developed to assist ophthalmologists in analyzing optical coherence tomography 
(OCT) images and making retinal diagnostics simpler and more accurate than before. Retinal AI-
CAD technology could provide a new insight for the health care of humans who do not have access 
to a specialist doctor. AI-based classification methods are critical tools in developing improved retinal 
AI-CAD technology. The Isfahan AI-2023 challenge has organized a competition to provide objective 
formal evaluations of alternative tools in this area. In this study, we describe the challenge and those 
methods that had the most successful algorithms. Results: A dataset of OCT images, acquired from 
normal subjects, patients with diabetic macular edema, and patients with other macular disorders, 
was provided in a documented format. The dataset, including the labeled training set and unlabeled 
test set, was made accessible to the participants. The aim of this challenge was to maximize the 
performance measures for the test labels. Researchers tested their algorithms and competed for the 
best classification results. Conclusions: The competition is organized to evaluate the current AI-
based classification methods in macular pathology detection. We received several submissions to our 
posted datasets that indicate the growing interest in AI-CAD technology. The results demonstrated 
that deep learning-based methods can learn essential features of pathologic images, but much care 
has to be taken in choosing and adapting appropriate models for imbalanced small datasets.
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Introduction
Optical coherence tomography (OCT) 
imaging technique is utilized to obtain 
high-resolution cross-sectional tomographic 
images of the retina. Various ocular and 
systemic diseases can be detected and 
monitored through the use of retinal OCT 
images. Common progressive disorders 
such as age-related macular degeneration 
(AMD), diabetic macular edema (DME), 
choroidal neovascularization (CNV), and 
macular hole (MH) can be identified and 
followed up through OCT images.[1-3] The 
International Agency for the Prevention 
of Blindness report highlights AMD as 
the third most common cause of visual 

impairment and irreversible blindness 
among individuals aged 50 years and 
above.[4] Shockingly, 8.1 million individuals 
worldwide suffer from untreated AMD-
related vision loss. DME is a significant 
contributor to vision impairment in 
young adults in developed nations, 
stemming from diabetic retinopathy in 
individuals with diabetes. It stands as 
the primary cause of blindness in people 
under 50 years old. Unfortunately, these 
conditions are occasionally misidentified 
or detected belatedly, resulting in lasting 
and irreversible vision impairment. 
Consequently, the associated expenses can 
be substantial. Early detection, screening, 
and timely intervention can help slow 
down the progression of these macular 
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diseases. Therefore, screening for these disorders holds 
great importance; however, it is frequently overlooked 
in developing countries due to its high cost. Conversely, 
the increasing prevalence of such macular pathologies 
highlights the need for a comprehensive vision screening 
program for all individuals. Utilizing CADs which were 
developed with advanced technology could enhance the 
accessibility of the screening.

In clinical settings, the presence of pathologic 
morphological and structural changes in the retinal layers, 
known as biomarkers, can offer crucial insights into the 
progression of a disease.[5] However, the identification 
and interpretation of these biomarkers can be time-
consuming and challenging due to their abundance, size, 
shape, and complexity, as well as the vast amount of data 
present in OCT imaging. Therefore, this greatly depends 
on the clinicians’ expertise. Consequently, the automated 
classification of OCT images has emerged as a prominent 
area of interest in recent years to develop automatic 
screening tools.

New technologies utilizing artificial intelligence (AI) 
through machine learning (ML) techniques are expected 
to be advantageous in terms of early detection and suitable 
treatment, potentially averting the development of severe 
ocular conditions. In recent years, ML has found extensive 
application in the analysis of ophthalmic images. The 
application of ML in macular pathology detection can 
be categorized into two main areas. The first category 
involves detecting and grading diseases, aiming to classify 
the disease identified in an image or a series of images. 
Other studies go beyond simple detection by employing 
multiclass classification to assess the severity level of a 
particular pathology. Image analysis using ML systems 
requires extracting features that depict the input data in 
a manner appropriate for classification. Features can be 
manually crafted, such as by an algorithm developer, 
extracted using preset filter banks, or even learned during 
training to execute task-specific processing of the input 
data. Automatic feature extraction has gained prominence 
in recent times. The employment of convolutional neural 
networks (CNNs) for automatic feature extraction has 
emerged as the favored method in OCT image analysis.[6] 
However, there are several issues regarding these methods. 
They usually need large, diverse, and well-balanced 
training datasets to prevent overfitting and provide the 
possibility for generalization. In addition, OCT images 
acquired from imaging devices usually have various 
qualities and the automatic screening tools must have 
effective performance independent of capturing device. 
Therefore, studies are still ongoing to find an efficient 
ML algorithm for the development of accurate AI-CADs 
to assist ophthalmologists in analyzing OCT images and 
making retinal diagnostics simpler and more accurate than 
before.

In this regard, the macular pathology detection competition 
was hosted by the Isfahan National Elite Foundation in 
Isfahan AI (IAI-2023) events and aimed to foster the 
development of retinal AI-CAD technology through the 
fair evaluation of various AI-based techniques. In this 
competition, a dataset of labeled OCT images (“training 
set”) was provided in a well-documented format for the 
competitors. Researchers managed to use the training data 
for the development of their methods and then reported 
their algorithm outputs for evaluation using the test data 
which were later provided to them. The test data labels 
were kept unrevealed, guaranteeing an impartial evaluation 
of performance that was not biased by the selection of 
methods or parameter choices customized for the data.

Ranking of Competition Results
The outcomes of submitted contests should not be 
embraced promptly since they might not provide a fully 
impartial assessment of excellence due to diverse factors. 
To conduct an impartial assessment, the final phase of the 
competition took place live and was evaluated based on 
five criteria of equal importance. These criteria were used 
to determine the rankings of the three finalist teams.

The five equally weighted criteria were as follows:
1. Innovation of the proposed approach
2. Performance in the first stage competition (based on the 

best submission and the score)
3. Performance in the last submission (second phase held 

live at Abbasi Hotel, Isfahan, Iran) on the dataset.
4. Quality and clarity of the final report
5. Quality and clarity of the presentation.

Each criterion was scored on a scale of 1, 2, or 3. The 
team that performed the best in each criterion was received 
3 points and the second-best team received 2 points. 
The final rankings were determined by the highest total 
points awarded across all five criteria during the judge 
deliberations at the end of the competition.

Performance Metrics
The utilized performance metrics include accuracy, 
precision, recall, F-measure, and macro-f. Accuracy 
measurement evaluates the accuracy of predictions 
generated by the model throughout the test dataset.[7] It 
is determined by dividing the sum of true positives (TP) 
and true negatives by the total sample size. Precision is 
determined by the number of correct positive predictions 
compared to all positive predictions made by the model. 
This is computed by dividing the number of TPs by the 
sum of TPs and false positives. Recall, also referred to 
as sensitivity or TP rate, quantifies the percentage of 
accurate positive predictions out of all the actual positive 
instances. It is computed by dividing the number of TPs 
by the sum of TP and false negatives. The F-measure also 
called the F1 score is a measurement index that balances 
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precision and recall. It is computed as the harmonic mean 
of precision and recall. The F1 score proves to be valuable 
when aiming for a trade-off between high precision and 
high recall, as it penalizes extreme negative values of 
either component. The model’s predictions are evaluated 
based on accuracy, which measures the overall correctness. 
On the other hand, precision and recall assess the quality of 
positive and negative predictions, respectively. To provide 
a more comprehensive evaluation of classification models, 
the F1 score strikes a balance between precision and recall.

The macroaveraged F1 score, also known as the macro-f 
score, is calculated by finding the arithmetic mean of 
all the F1 scores for each class. This approach treats all 
classes equally, regardless of their support values. In an 
imbalanced dataset where all classes are considered equally 
important, choosing the macroaverage is a wise decision 
because it gives equal weight to each class.

In the following, we will detail the dataset of the 
competition in Section II. The winning teams and their 
competing methods are also explained in this section, 
briefly. In Section III, we will conclude the outcomes of 
the companioning and remark future work.

Description of the Dataset
The dataset provided for this competition was obtained 
from a costume-made swept-source OCT (SS-OCT) 
imaging system, which was designed and developed at 
the Department of Biomedical Engineering, University 
of Basel.[8,9] The capturing device used in this system has 
a central wavelength of 1064 nm, a spectral bandwidth of 
100 nm, and an A-scan rate of 100 kHz. The data acquisition 
took place at the Didavaran Eye Clinic in Isfahan, Iran.

The dataset includes OCT images of a total of 191 
participants, categorized into three groups: 73 individuals 
with DME or class number “1,” 54 healthy individuals 
or class number “0,” and 64 non-DME patients or class 
number “2” with AMD, CNV, and MH disorders. Each 
participant contributed 300 B-scans, with a resolution 
ranging from 300–1200 × 300 pixels.

Due to the low quality of raw data,[10] the pre-processing 
including quality assessment, contrast enhancement, noise 
removal, normalization, and alignment was performed on 
the images. Finally, the number of B-scans in the dataset 
varied between 30 to 300 preprocessed images for each 
subject.[11] We provided sample B-scans of this dataset in 
Figure 1 for visual inspection.

The overall data were divided into two categories, training 
and testing, with a ratio about 70/30, and the training data 
were provided to the teams with corresponding labels. The 
number of training and test datasets is reported in Table 1.

In the final phase of the competition, test data belonged 
to 10 individuals whose data had different preprocessing 
steps [Table 2]. This helped us evaluate the robustness of 

the participant algorithms against noise, low contrast, and 
misaligned datasets. Each individual’s dataset comprised up 
to 300 B-scans with a resolution of 300–1200 × 300 pixels

Results and Discussion
In the first stage of the competition, we received five 
submissions for the test labels. Details of the average 
values of the evaluation metrics in the first stage evaluation 
are reported in Figure 2. It can be seen that the submissions 
managed to achieve more than 65% classification accuracy 
on the test set. Although excluding an outlier of only 31% 
accuracy (probably submitted with accidentally confused 
class labels), the average accuracy of all submissions 
was 67%.

The final phase of the competition took place live, and the 
final test data, as described in Table 2, was given to the 
participants. The teams who achieved ranks one to two in 
the final assessment and their proposed methods at a glance 
are as follows.
1) The first ranked team could achieve an accuracy of 

80%. The team members were contributed from Khaje. 
N. Toosi University of Technology, Isfahan University 
of technology, and Isfahan University, Isfahan, Iran 
under the supervision of A. Najii Isfahani. They utilized 
OpticNet-71[12] with a modified convolutional structure. 
Original OpticNet-71 introduced an innovative CNN 
that excels in accurately detecting retinal diseases. 
The architecture incorporates several advancements, 
including a new residual unit that encompasses Atrous 
Separable Convolution, a unique building block, and 
a mechanism to prevent gradient degradation. Using a 
modification of OpticNet-71, modified residual units 
and recursive structure were employed in this first 
ranked method to improve the performance in both 
accuracy and runtime. In addition, this modification 
of OpticNet-71 is resistant to gradient fading and over 
fitting due to the use of a branch structure as well. 
The block diagram of the proposed method of the first 
ranked team is depicted in Figure 3.

2) The second ranked team could achieve an accuracy of 
60%. The team members were contributed from  from 
Isfahan University of Technology, Isfahan, Iran under 
the supervision of R. Mokhtari. They designed a deep 
learning-driven classification framework that harnesses 
the powerful capabilities of a transfer learning approach. 
The method was built upon the ResNet architecture.[13] 
A residual neural network, also known as ResNet, is a 
deep learning model that utilizes weight layers to learn 
residual functions based on the input of each layer. It 
functions similarly to a highway network, where gates 
are opened by strongly positive bias weights. This 
characteristic allows for the training of deep learning 
models with numerous layers, resulting in improved 
accuracy as the depth increases. The second-ranked 
team utilized Res-Net50 and changed the original 
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Figure 2: The average values of the measured evaluation metrics in the first stage evaluation. The numbers in the parentheses indicate the corresponding 
class number

Figure 3: Block diagram of the model that acquired the first ranked team. (a) Proposed residual unit, (b) proposed building block, (c) proposed convolutional 
neural network architecture

Figure 1: Sample B-scans of the datasets of this competition. (a) Healthy “0”, (b) diabetic macular edema (DME) “1”, (c) non-DME “2”

cba
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Figure 4: Block diagram of the model that acquired the second ranked team

Relu activation functions to Leaky-Relu to gain better 
performance than the original network. In addition, 
to address the inherent bias present in the dataset, 
implementing an oversampling methodology that 
leverages the principles of interpolation is suggested. 
They used this oversampling method to increase the 
number of data and make the datasets of the classes be 
more balanced. The block diagram of their proposed 
method is depicted in Figure 4.

Conclusion and Outlook
Looking at all the winning algorithms of IAI-2023 reveals 
several very interesting aspects. (1) All classification 
methods are based on deep learning-based algorithms. The 
most popular methods are CNNs[14] and Resnet blocks.[13] 
(2) In all methods, the recall of Class 2 has the lowest 
value which means that many of the nondiabetic patients 
are missed during classification. This may be caused due 
to imbalanced datasets and indicates that the methods 
could not overcome this challenge. (3) In all methods, the 
classification of Class 0 (healthy individuals) has achieved 

the highest performance, which may caused by the larger 
number of data in this class data than the others, creating 
a skewed distribution. Indeed, for each DME or Non-DME 
patient, only a small portion of B-scans are pathologic 
which leads to an intra-subject data imbalance as well. 
B-scan-based methods suffer from this issue and need to 
pay more attention to labeling.

Overall, the challenges of the current small and imbalanced 
training dataset were not properly addressed by the 
competitors. Additionally, key topics such as a thorough 
validation of the approaches concerning computational 
complexity and the feasibility of real-time, portable 
implementation were not addressed in this competition. 
This could be a new and ambitious objective of a future 
IAI competition.

The datasets and their descriptions are available on the 
Medical Image and Signal Processing webpage https://misp.
mui.ac.ir/en/oct-basel-data-0. Other researchers interested 
in OCT analysis are welcome to test their algorithms on 
these datasets and to report their results. However, due to 
the current availability of the labels of the test data, future 
classification results of the competition data cannot fairly 
be compared to the original submissions.
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data
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DME - 1 0 1 1 1
Non-DME - 2 1 2 0 1
DME - Diabetic macular edema
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